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Abstract

This thesis describes a measurement of the effective weak mixing angle, $\sin^2 \theta_W$, determined from the forward-backward asymmetry in $Z \to b\bar{b}$ events collected by the L3 experiment at LEP during 1990 and 1991. The data sample corresponds to approximately 410,000 hadronic decays of the $Z$.

The $b$ quarks were identified by their semileptonic decay to electrons or muons. The transverse momentum of the lepton with respect to the axis of the nearest jet, $p_T$, was used to distinguish between leptons from $b$ decay and those from background.

Due to the mixing of neutral $B$ mesons, the observed asymmetry is reduced by a factor $(1-2\chi)$, where $\chi$ is the $B^0-\bar{B}^0$ mixing parameter. A determination of $\chi$ from the data sample in which both $b$ quarks in the event were tagged by a lepton is also presented. A fit to the dilepton $p_T$ spectra resulted in $\chi = 0.125 \pm 0.021({\text{stat}}) \pm 0.012({\text{syst}})$.

From a fit to the single lepton $p_T$ spectrum the $b\bar{b}$ forward-backward asymmetry was determined to be $A_{b\bar{b}} = 0.085 \pm 0.017({\text{stat}}) \pm 0.004({\text{syst}})$, corrected for $B^0-\bar{B}^0$ mixing. This value corresponds to a mixing angle $\sin^2 \theta_W = 0.2336 \pm 0.0032$, which is in excellent agreement with independent measurements of the mixing angle measured from other L3 data.
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Chapter 1

Introduction

In the last twenty years the Standard Model of strong and electroweak interactions has been extremely successful in describing the physics of elementary particles. Nearly all of the fundamental parameters have been precisely measured and calculations with the theory agree well with all current experimental results. However, many aspects of the model are essentially arbitrary; e.g. the number of generations, the fermion masses, the quark mixing matrix. Furthermore, an important part of the theory, the Higgs mechanism for generating boson and fermion masses, has not been experimentally established. In some sense the Standard Model is merely a phenomenological description that falls short of giving a fundamental understanding of nature. Is there a more fundamental theory? Experimental physics can take two approaches to answering this question: precision tests to search for inconsistencies in the model and direct searches for phenomena not accommodated by the theory. The Large Electron Positron collider (LEP) at CERN was constructed to explore both approaches.
Introduction

This thesis describes a precision test of the Standard Model using the L3 detector at LEP to measure the forward-backward asymmetry in the decay of the Z boson to a pair of bottom (b) quarks. From the b quark asymmetry the effective weak mixing angle $\sin^2 \theta_W$, which is related to the fundamental parameter $\sin^2 \theta_W$ of the Standard Model, can be determined. A determination of $\sin^2 \theta_W$ that differs from other measurements extracted from LEP data could be a hint of physics beyond the Standard Model.

History of the Z boson

The theory of weak interactions developed by Glashow, Salam and Weinberg (GSW) in the 1960’s predicted the existence of a heavy, neutral intermediate vector boson, the Z [1–4]. The first experimental evidence for the Z came from the discovery of weak neutral current interactions by the Gargamelle Collaboration at CERN in 1973 [5]. Using a heavy-liquid bubble chamber, they observed electrons scattered by an antineutrino beam. From 1.4 million photographs, 3 neutral current events were identified.

This discovery led to an intensified effort to directly observe decays of the Z boson. First to report such an observation were the UA1 and UA2 collaborations in 1983 [6,7]. From $p\bar{p}$ collisions at a center-of-mass energy of 540 GeV they were able to identify 20 Z decay events.

To study the Z boson in more detail, two $e^+e^-$ colliders were built: the Stanford Linear Collider (SLC) [8] and LEP [9]. Both colliders are able to produce a large
number of $Z$'s by taking advantage of the resonant enhancement of the production cross-section at center-of-mass energies near the $Z$ mass. LEP began operation in 1989 and by the end of 1991 has produced nearly 2 million $Z$ decays. Since the branching ratio for the $Z$ to decay into a pair of $b$ quarks is $\sim 15\%$, these colliders also provide a large sample of $b$ hadrons.

History of $b$ physics

The bound state of $b$ quarks ($b\bar{b}$) was discovered in proton-neutron interactions at Fermilab in 1977 and dubbed the $T$ [10–12]. Since the bound state decays strongly it provides no information on the weak decay of $b$ quarks (the $b$ and $\bar{b}$ annihilate before either quark can decay weakly). Three radially excited $b\bar{b}$ $S$ states were initially observed: $\Upsilon(1S)$, $\Upsilon(2S)$, and $\Upsilon(3S)$ which appeared as narrow peaks in the hadronic cross-section as a function of center-of-mass energy. The CLEO and CUSB collaborations at the Cornell Electron Storage Ring (CESR) then discovered a broad peak at 10.578 GeV which was identified as the $\Upsilon(4S)$ [13,14]. The broadness of the peak and the appearance of high-momentum leptons in its decay indicated that the $\Upsilon(4S)$ was not a bound state [15]. The only energetically allowed decays for this state into a pair of $B$ mesons are $\Upsilon(4S) \rightarrow B^+B^-$, and $\Upsilon(4S) \rightarrow B^0\bar{B}^0$. Studies of these decays at CESR and DORIS provide most of the pre-LEP knowledge of $B$ mesons.

The production and study of $b$ hadrons in the continuum well above the $\Upsilon(4S)$ at around 30 GeV has been conducted by several experiments at PEP [16–19] and PETRA [20–22]. At these energies the $b$ quarks give rise to narrow jets of hadrons.
The b quark jets are distinguished from those of lighter quarks by identifying leptons from the weak decay of the b. The same techniques are used to study b decays at LEP.

The Weak Mixing Angle: $\sin^2 \theta_W$ 

In the Standard Model, the neutral component of the purely weak field that couples left-handed fermions mixes with the hypercharge field to produce a massless (photon) and massive ($Z$) vector boson. The amount of mixing of the 'pure' fields is set by the free parameter $\sin^2 \theta_W$.

Currently, the best measurement of $\sin^2 \theta_W$ comes from deep-inelastic neutrino-nucleon scattering. Measurements of the ratio of the neutral current to charged current cross-section

$$R \equiv \frac{\sigma(\nu_\mu N \to \nu_\mu X)}{\sigma(\nu_\mu N \to \mu^- X)},$$

result in $\sin^2 \theta_W = 0.2283 \pm 0.0026(\text{stat}) \pm 0.0045(\text{syst})$ \cite{23}.

Interference effects between electromagnetic and weak neutral currents can also be exploited to extract $\sin^2 \theta_W$ from a variety of experiments. Measurements from atomic parity violation transitions \cite{24}, polarized eD \cite{25} and $\mu N$ scattering \cite{26} are in good agreement with the neutrino results.

The determination of $\sin^2 \theta_W$ from LEP data is complicated by theoretical uncertainties stemming from the contributions of the as yet unobserved and presumed

\footnote{The first and second listed errors are respectively the statistical and systematic uncertainties, unless otherwise noted.}
heavy particles: the top quark and the Higgs boson. Calculations of differential and total cross-sections at LEP energies require the inclusion of higher order corrections that are significantly affected by couplings to heavy particles. However, much of the dependence on the top and Higgs masses ($m_t$ and $m_H$ respectively) from these corrections can be included in the result from the lowest order calculation by replacing $\sin^2\theta_W$ with an effective weak mixing angle $\sin^2\tilde{\theta}_W = \sin^2\tilde{\theta}_W(m_t, m_H)$. Comparisons of $\sin^2\tilde{\theta}_W$ determined from different experimental observables at LEP provide a test of the Standard Model since the effects of the higher order corrections that depend on $m_t$ and $m_H$ are absorbed into the definition of $\sin^2\tilde{\theta}_W$. Also, this dependence can be exploited to make a prediction of the top quark mass within the framework of the Standard Model.

The following chapter discusses the Standard Model in more detail, and describes the aspects of b physics that are used to extract b quark events from the hadronic decays of the Z. The LEP collider and the L3 detector are described in Chapter 3. Chapter 4 presents the cuts used to select the data sample, and the measurement of the b quark asymmetry is treated in Chapter 5. The final chapter describes the determination of $\sin^2\tilde{\theta}_W$ from the $b\bar{b}$ asymmetry and compares the result with other L3 data and data from lower energy $e^+e^-$ colliders.
Chapter 2

Theoretical Motivation

2.1 The Standard Model

The Standard Model of particle physics consists of two quantum field theories, the electroweak theory of Glashow, Salam and Weinberg (GSW), which unifies the weak and electromagnetic interactions, and Quantum Chromodynamics (QCD) [27], which explains the strong interaction. Both theories are constructed from a set of fermions that constitute the building blocks of matter and a set of bosons that mediate the interactions between them. These elementary particles and some of their properties are listed in Table 2.1. The fermions can be divided into quarks and leptons based on their participation in the strong interaction. The different varieties of quarks and leptons are often referred to as “flavors.”

Only quarks experience the strong interaction, which is mediated by the exchange of gluons. In QCD, the strong force is described in terms of a conserved “color”
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Table 2.1: Elementary particles and some of their properties. Particles denoted by an asterisk have not yet been directly observed. The unit of charge is defined such that the electron has charge -1.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Symbol</th>
<th>Spin (ℏ)</th>
<th>Charge</th>
<th>Mass (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>QUARKS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>up</td>
<td>u</td>
<td>1/2</td>
<td>2/3</td>
<td>0.005-0.015</td>
</tr>
<tr>
<td>down</td>
<td>d</td>
<td>1/2</td>
<td>-1/3</td>
<td>0.002-0.008</td>
</tr>
<tr>
<td>charm</td>
<td>c</td>
<td>1/2</td>
<td>2/3</td>
<td>1.3-1.7</td>
</tr>
<tr>
<td>strange</td>
<td>s</td>
<td>1/2</td>
<td>-1/3</td>
<td>0.1-0.3</td>
</tr>
<tr>
<td>top*</td>
<td>t</td>
<td>1/2</td>
<td>2/3</td>
<td>140?</td>
</tr>
<tr>
<td>bottom</td>
<td>b</td>
<td>1/2</td>
<td>-1/3</td>
<td>4.7-5.3</td>
</tr>
<tr>
<td><strong>LEPTONS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>electron neutrino</td>
<td>$\nu_e$</td>
<td>1/2</td>
<td>0</td>
<td>$&lt; 3 \times 10^{-8}$</td>
</tr>
<tr>
<td>electron</td>
<td>e</td>
<td>1/2</td>
<td>-1</td>
<td>$0.511 \times 10^{-3}$</td>
</tr>
<tr>
<td>muon neutrino</td>
<td>$\nu_\mu$</td>
<td>1/2</td>
<td>0</td>
<td>$&lt; 0.25 \times 10^{-3}$</td>
</tr>
<tr>
<td>muon</td>
<td>$\mu$</td>
<td>1/2</td>
<td>-1</td>
<td>0.106</td>
</tr>
<tr>
<td>tau neutrino*</td>
<td>$\nu_\tau$</td>
<td>1/2</td>
<td>0</td>
<td>$&lt; 0.07$</td>
</tr>
<tr>
<td>tau</td>
<td>$\tau$</td>
<td>1/2</td>
<td>-1</td>
<td>1.78</td>
</tr>
<tr>
<td><strong>GAUGE BOSONS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>photon</td>
<td>$\gamma$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>W boson</td>
<td>$W^\pm$</td>
<td>1</td>
<td>±1</td>
<td>$80.22 \pm 0.26$</td>
</tr>
<tr>
<td>Z boson</td>
<td>$Z$</td>
<td>1</td>
<td>0</td>
<td>$91.195 \pm 0.009$</td>
</tr>
<tr>
<td>Higgs Scalar*</td>
<td>$H$</td>
<td>0</td>
<td>0</td>
<td>?</td>
</tr>
<tr>
<td>Gluon</td>
<td>$g$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
charge where each quark flavor can take on one of three color values. There is only one free parameter in the theory, $\alpha_s$, which determines the strength of the quark-gluon couplings and gluon self interactions.

All fermions participate in the weak interaction, which is mediated by $W$ and $Z$ bosons. The $W$ bosons induce transitions between fermion flavors in which one unit of charge is exchanged. In terms of this interaction the fermions can be grouped into doublets

$$\begin{pmatrix} u \\ d \end{pmatrix}_L \begin{pmatrix} c \\ s \end{pmatrix}_L \begin{pmatrix} t \\ b \end{pmatrix}_L \begin{pmatrix} \nu_e \\ \nu \end{pmatrix}_L \begin{pmatrix} \nu_\mu \\ \mu \end{pmatrix}_L \begin{pmatrix} \nu_\tau \\ \tau \end{pmatrix}_L,$$

where the $W$ transforms one member of the doublet into the other. The subscript $L$ indicates that only left-handed particles (where the spin of the particle is anti-aligned with its momentum) couple to the $W$. The right-handed particles are assigned to singlet states that do not couple to the $W$. This chirality or handedness of the weak interaction was observed in the 1950's in parity violating decays of what is now known as the $K^+$ meson and in beta decay of polarized nuclei. These observations led to the V-A theory of weak decays introduced independently by Feynman and Gell-Mann, and Sudarshan and Marshak, which was eventually supplanted by the GSW theory involving intermediate vector bosons.

The doublet-singlet grouping of fermions with respect to the weak interaction can be represented in terms of weak "isospin" quantum numbers, which are listed in Table 2.2. The left-handed fermions are assigned total weak isospin $I = \frac{1}{2}$, where upper and lower members of the doublet are distinguished by the third component of
Table 2.2: Total weak isospin, $I$, and third component of the isospin, $I^3$, quantum numbers for quarks and leptons.

<table>
<thead>
<tr>
<th>fermions</th>
<th>$I$</th>
<th>$I^3$</th>
<th>fermions</th>
<th>$I$</th>
<th>$I^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_L, c_L, t_L$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$u_R, c_R, t_R$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$d_L, s_L, b_L$</td>
<td>$\frac{1}{2}$</td>
<td>$-\frac{1}{2}$</td>
<td>$d_R, s_R, b_R$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\nu_e L, \nu_\mu L, \nu_\tau L$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\nu_e R, \nu_\mu R, \nu_\tau R$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$e_L, \mu_L, \tau_L$</td>
<td>$\frac{1}{2}$</td>
<td>$-\frac{1}{2}$</td>
<td>$e_R, \mu_R, \tau_L$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

weak isospin $I^3$. Right-handed fermions are assigned a weak isospin of zero.

The experimental observation of weak decays in hadrons indicates that the mass eigenstates of the quarks are a mixture of the eigenstates of the weak interaction. This permits any charge-changing transition among the left-handed quarks

$$(u \text{ or } c \text{ or } t)_L \leftrightarrow (d \text{ or } s \text{ or } b)_L.$$  

Whether this is true for the lepton doublets has not been established. If the neutrino is massless then any mixture of weak eigenstates is still an eigenstate of mass, and lepton mixing is therefore unobservable.

The $Z$ boson and the photon transform singlets and the upper and lower members of doublets into themselves, thus preserving quark and lepton flavors. However, the photon only couples to charged fermions.

The different couplings of the neutral bosons to the fermions pose a potential problem. Triangle diagrams as in Fig. 2.1 in which a fermion circulates in a loop that couples to three (nonidentical) neutral bosons are divergent for any particular
2.1 The Standard Model

![Diagram of a divergent triangle]

**FIG. 2.1:** Example of a divergent triangle diagram.

fermion. However, if the sum of these diagrams over all fermion contributions exactly cancels then the theory remains finite. Arranging the fermions into generations or families in which the sum of the charges is zero, i.e. \( (u, d, \nu_e, e), (c, s, \nu\mu, \mu), \) and \( (t, b, \nu\tau, \tau) \) results in the desired cancellation for each generation. Three quark colors and the existence of the top quark are required for cancellation to occur.

**Neutral Currents**

One of the great triumphs of the GSW model of electroweak interactions was its prediction of weak neutral currents. In an attempt to form a compact theory to explain flavor changing weak interactions, an isospin triplet of fields \( W^1_{\mu}, W^2_{\mu}, W^3_{\mu} \) was introduced that couples left-handed fermions with coupling strength \( g \). Two components of the field could be combined to form bosons that mediate the isospin step up/down interactions:

\[
W^\pm_{\mu} = \frac{1}{\sqrt{2}} \left( W^1_{\mu} \mp iW^2_{\mu} \right).
\]

The third component was needed to form a symmetry group so that a renormalizable quantum field theory could be constructed. This left-over component represented
a neutral coupling of left-handed fermions. The electromagnetic interaction was included in this formalism by introducing an additional isospin singlet field $B_\mu$ whose conserved quantum number is called hypercharge with coupling strength $g'$. This singlet field, which couples to both left- and right-handed fermions, mixes with the neutral component of the weak field

\[ A_\mu = B_\mu \cos \theta_W + W_\mu^3 \sin \theta_W \]
\[ Z_\mu = -B_\mu \sin \theta_W + W_\mu^3 \cos \theta_W. \]

The amount of mixing is set by the free parameter $\theta_W$ and the resultant fields $A_\mu$ and $Z_\mu$ are identified with the photon and the Z boson. This fixes the relationship between the weak couplings $g$ and $g'$ in terms of the charge of the electron $e$ and the weak mixing angle $\theta_W$: $e = g \sin \theta_W = g' \cos \theta_W$.

Experiments indicate that the weak interaction is short ranged and thus the bosons that mediate it must be massive. However, the vector bosons introduced in the GSW formalism are by necessity massless. Explicitly introducing a mass term would violate the symmetries exploited in the construction of the theory. The solution is to invoke "spontaneous symmetry breaking" via the Higgs mechanism to provide masses for the W and Z bosons while leaving the photon massless and preserving the renormalizability of the theory.
The Higgs Mechanism

In the Standard Model spontaneous symmetry breaking is achieved by introducing a weak-isospin doublet of complex scalar fields $\phi$ (the Higgs field)

$$\phi = \sqrt{\frac{1}{2}} \begin{pmatrix} \phi_1 + i\phi_2 \\ \phi_3 + i\phi_4 \end{pmatrix}.$$ 

The self interactions of this field give rise to a scalar potential which is defined to be

$$V = \mu^2 \phi^\dagger \phi + \lambda (\phi^\dagger \phi)^2,$$

where the parameters $\mu$ and $\lambda$ are arbitrary. The Lagrangian of the electroweak interaction is modified by adding contributions from the Higgs field, where the extra pieces have been carefully constructed to preserve the gauge symmetry of the Lagrangian.

In the case were $\mu^2 < 0$ and $\lambda > 0$ the potential $V$ has a set of minima at nonzero values of $|\phi|$. Choosing one of these minima $\phi_1 = \phi_2 = \phi_4 = 0$, $\phi_3 = -\mu^2/\lambda = v^2$ as the vacuum expectation value

$$\phi_0 = \frac{1}{2} \begin{pmatrix} 0 \\ v \end{pmatrix},$$

and expanding the Higgs field about this point, the Lagrangian takes on a very suggestive form. Pieces of the expanded Lagrangian can be identified as describing a new neutral scalar boson (the Higgs) and as mass terms for the W and Z bosons.
The masses are

\[ m_W = \frac{1}{2} v g \]
\[ m_Z = \frac{1}{2} v \sqrt{g^2 + g'^2} \]
\[ m_H = \sqrt{2} v^2 \lambda. \]

The vector boson masses are related by

\[ \frac{m_W}{m_Z} = \cos \theta_W. \]

Interactions between the fermions and the Higgs field also generate mass terms for the fermions; however, the coupling strength of this interaction is not fixed. While the Higgs mechanism generates masses for the fermions it does not predict what they are.

The physical interpretation of the Higgs mechanism is that the vacuum can emit or absorb a neutral, colorless quantum of the Higgs field that interacts with fermions and gauge bosons to give them masses. Photons and gluons do not interact with this quantum and thus remain massless.

**Electroweak Parameters**

The three free parameters \( g, g', v \) in conjunction with the quark mass mixing matrix completely define the electroweak interaction in the GSW theory. The first three parameters can be replaced by three related and more precisely measured quantities: the fine structure constant \( \alpha \), the fermi constant \( G_F \), and the weak mixing angle \( \sin^2 \theta_W \).
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The fine structure constant is related to the electroweak couplings through the electron charge \(4\pi\alpha = e^2, \ e = g\sin\theta_W\) and has been calculated from measurements of the electron magnetic moment [28]. The value is known with an uncertainty of less than 50 parts per billion and is \(\alpha = 1/137.0359895(61)\), where the value in parenthesis is the uncertainty in the last digits.

The only allowed decay channel for a muon is the purely weak decay \(\mu^- \rightarrow \nu_\mu e^-\nu_e\). The muon lifetime is calculable in terms of an effective coupling constant \(G_F\)

\[
\frac{1}{\tau} = (1 + \delta) \frac{G_F^2 m_\mu^5}{192\pi^3},
\]

where \(\delta\) is a small electromagnetic radiative correction. Precise measurements of the muon lifetime [29] lead to \(G_F = 1.16639(2) \times 10^{-5} \text{ GeV}^{-2}\).

Using only the lowest order diagrams in the Standard Model, which are often referred to as "tree level" diagrams, the fermi constant is related to the fundamental weak parameters by

\[
G_F = \frac{1}{\sqrt{2}v^2} = \frac{\sqrt{2}g^2}{8m_W^2} = \frac{\pi\alpha}{\sqrt{2}\sin^2\theta_W\cos^2\theta_Wm_Z^2}. \quad (2.1)
\]

Note that the small value of the effective coupling \(G_F\) is due to the heaviness of the \(W\) boson which reduces the apparent strength of the purely weak coupling \(g\).

As mentioned in the introduction, measurements from neutrino nucleon scattering provide the best determination of \(\sin^2\theta_W = 0.2283 \pm 0.0026 \pm 0.0045\). However, now that the mass of the \(Z\) boson can be measured from LEP data to a precision of about
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The lowest order diagrams for $e^+e^-$ interactions are given in Fig. 2.2, where $ff$ represents any fermion-antifermion pair (excluding neutrinos in the case of the photon coupling). At this level all of the final states are the result of the annihilation of the $e^+e^-$ pair except for the elastic scattering diagrams for the electron.

The forward-backward asymmetry for a pair of final state fermions is defined as the difference between the forward and backward cross-sections divided by their sum

$$ A_{FB} = \frac{\sigma_F - \sigma_B}{\sigma_F + \sigma_B}, $$

where the forward and backward cross-sections are the differential cross-sections in-

100 parts per million, $m_Z$ can replace $\sin^2 \theta_W$ as one of the fundamental parameters.

The L3 measurement of the Z mass is $m_Z = 91.195 \pm 0.006 \pm 0.007$ [30].
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FIG. 2.3: Schematic view of $e^+e^-$ collision in the laboratory frame of reference.

tegrated over one hemisphere

$$\sigma_F = \int_0^1 \frac{d\sigma}{d\cos\theta} d\cos\theta, \quad \sigma_B = \int_{-1}^0 \frac{d\sigma}{d\cos\theta} d\cos\theta,$$

and $\theta$ is the angle between the incoming electron and the outgoing fermion (see Fig. 2.3).

The differential cross-section for the process $e^+e^- \rightarrow f\bar{f}$ that proceeds through the annihilation of the $e^+e^-$ pair consists of terms originating from $Z$ exchange, $\gamma$ exchange, and their interference. In the limit that the fermion mass is much less than the $Z$ mass (which is true for all known fermions) the differential cross-section is

$$\frac{4s}{\alpha^2 N_c} \frac{d\sigma}{d\cos\theta} = (1 + \cos^2\theta)Q_f^2 \quad (\gamma \text{ exchange})$$

$$-2Q_f \text{Re}(\chi)[v_e v_f (1 + \cos^2\theta) + a_e a_f 2 \cos\theta] \quad (\gamma-Z \text{ interference})$$

$$+ |\chi|^2 [(v_e^2 + a_e^2)(v_f^2 + a_f^2)(1 + \cos^2\theta)] \quad (Z \text{ exchange})$$

$$+ 4a_e a_f v_e v_f 2 \cos\theta,$$

where

$$\chi = \frac{s}{s - m_Z^2 + im_Z \Gamma_Z}, \quad (Z \text{ propagator})$$
\[ a_f = \frac{I_f^3}{2 \sin \theta_W \cos \theta_W}, \quad v_f = \frac{I_f^3 - 2Q_f \sin^2 \theta_W}{2 \sin \theta_W \cos \theta_W}, \]

and \( a_e (v_e) \) is \( a_f (v_f) \) with the fermion being the electron, \( f = e \). \( Q_f \) is the fermion charge, \( I_f^3 \) is the third component of weak isospin, \( N_c^f \) is the number of possible color charges for the fermion, \( \sqrt{s} \) is the center-of-mass energy, \( \alpha \) is the fine structure constant, \( \theta_W \) is the weak mixing angle, and \( m_Z, \Gamma_Z \) are the mass and decay width of the Z boson. Making use of the tree level Standard Model relation for \( G_F \) from Eq. (2.1), the vector (\( v_f \)) and axial-vector (\( a_f \)) couplings of the Z to any fermion \( f \), can be written in the alternate form

\[ a_f = \left( \frac{\sqrt{2} G_F m_Z^2}{4 \pi \alpha} \right)^{\frac{1}{2}} g^f_{\Lambda}, \quad v_f = \left( \frac{\sqrt{2} G_F m_Z^2}{4 \pi \alpha} \right)^{\frac{1}{2}} g^f_{V}, \]

where

\[ g^f_{\Lambda} = I_f^3, \quad g^f_{V} = I_f^3 - 2Q_f \sin^2 \theta_W. \]

Rewriting the differential cross-section to consolidate the angular dependence yields

\[ \frac{d\sigma}{d \cos \theta} = C(s) \left[ \frac{3}{8} (1 + \cos^2 \theta) + A_{FB}(s) \cos \theta \right], \]

where

\[ A_{FB}(s) = \frac{3}{4} \left[ \frac{-2a_e a_f Q_f Re(\chi) + 4a_e a_f v_e v_f |\chi|^2}{Q_f^2 + (v_e^2 + a_e^2)(v_f^2 + a_f^2)|\chi|^2 - 2v_e v_f Q_f Re(\chi)} \right], \]

\[ C(s) = \frac{\alpha^2 N_c^f}{4s} \left[ Q_f^2 + (v_e^2 + a_e^2)(v_f^2 + a_f^2)|\chi|^2 - 2v_e v_f Q_f Re(\chi) \right]. \]

The pure \( \gamma \) exchange term affects only the normalization of \( A_{FB} \), while the contri-
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FIG. 2.4: First order calculation of the forward-backward asymmetry for \( b\bar{b} \), \( c\bar{c} \), and \( \mu^+\mu^- \) final states as a function of center-of-mass energy for \( m_Z = 91.16 \text{ GeV}, \Gamma_Z = 2.487 \text{ GeV}, \) and \( \sin\theta_W = 0.232 \). Higher order corrections have not been included.

The asymmetry is strongly dependent on the center-of-mass energy but the only difference in the asymmetry between fermions comes from \( Q_f, I_f^3, \) and \( N_e^f \). At this level, all up type quarks (u,c) have the same asymmetry as do all the down type quarks (d,s,b) and all the leptons (e,\( \mu, \tau \)). The energy dependence of the asymmetry for \( \mu^+\mu^- \), \( c\bar{c} \), and \( b\bar{b} \) pairs is displayed in Fig. 2.4. Below the Z peak the interference term dominates, but near or above the peak the asymmetry is dominated by pure Z exchange.

At a center-of-mass energy equal to \( m_Z \), the contribution from the interference term is exactly zero and the asymmetry takes on the simple form

\[
A_{FB}(m_Z^2) = \frac{3}{4} A_e A_f, \tag{2.2}
\]
FIG. 2.5: Asymmetry for $b\bar{b}$, $c\bar{c}$, and $\mu^+\mu^-$ events from the first order calculation at $\sqrt{s} = m_Z$ as a function of $\sin^2\theta_W$. Note that higher order corrections have not been included.

where

$$A_f = \frac{2v_t a_f}{v_t^2 + a_t^2}, \quad A_\tau = \frac{2v_e a_\tau}{v_e^2 + a_\tau^2}.$$ 

The relationship between the peak asymmetry $A_{FB}(m_Z^2)$ and $\sin^2\theta_W$ is shown in Fig. 2.5. Note that the $b$ asymmetry has the greatest sensitivity to $\sin^2\theta_W$.

In principle the forward-backward asymmetry of each quark flavor can be used independently to determine $\sin^2\theta_W$. However, in practice it is extremely difficult to distinguish the flavor of the primary quarks in a given hadronic $Z$ decay. As will be discussed in Section 2.4, because of the large mass of the $b$ quark it is experimentally feasible to select a relatively pure sample of $b\bar{b}$ pairs.
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2.2.1 Higher Order Corrections

So far only the lowest order diagrams (often called the Born Approximation) have been considered. To establish the connection between the theory and experiment a number of higher order corrections must be added. These corrections can be grouped into three main categories:

1. QCD corrections, which are mostly due to radiated gluons in the final state.
2. QED radiative corrections, which include diagrams that have one or more additional photons.
3. Electroweak corrections, which encompass vacuum polarization effects, and vertex and box diagrams involving the gauge bosons.

QCD Corrections

For quark pair final states there is a correction to $A_{FB}$ due to gluon bremsstrahlung. The correction is small and has a slight dependence on the mass of the final state quark ($m_f$). The Born level asymmetry is then modified according to

$$A_{FB} \rightarrow A_{FB} \left[ 1 - \frac{\alpha_s}{\pi} \left( 1 - \frac{4\pi m_f}{3 \sqrt{s}} \right) \right].$$

QED Corrections

The correction due to final state single photon emission is derived in an analogous fashion to the QCD correction presented above. The correction is

$$A_{FB} \rightarrow A_{FB} \left( 1 - \frac{3\alpha}{4\pi} Q_f^2 \right).$$
which is extremely small, reducing the asymmetry by a factor $<0.17\%$.

In contrast, the effect of initial state radiation is much larger. The initial state radiated photon alters the effective center-of-mass energy of the interaction, and since the asymmetry has a strong $\sqrt{s}$ dependence this has a significant impact. The correction cannot be simply parameterized but the exact analytic $\mathcal{O}(\alpha)$ calculation can be performed and convoluted with the Born level formula for the differential cross-section. Figure 2.6 compares the energy dependence of the $b\bar{b}$ asymmetry with and without the initial state radiative corrections. The effect is larger above the mass of the $Z$, where the probability of radiating a real photon is greater.
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FIG. 2.7: Examples of electroweak corrections to $e^+e^\rightarrow f\bar{f}$. The three categories are: (a) propagator corrections, (b) vertex corrections, and (c) box diagrams.

Electroweak Corrections

The major components of the electroweak corrections stem from the introduction of fermion loops into the boson propagators and the addition of heavy bosons at the fermion vertices and in box diagrams. Examples of such diagrams are given in Fig. 2.7. These modify the Born level description in the following way.

Vacuum polarization effects on the photon propagator, represented by $\Delta \alpha$, can be included by replacing $\alpha$ with its renormalized value at the $Z$ mass

$$\alpha \rightarrow \alpha(m_Z^2) = \frac{\alpha}{1 - \Delta \alpha} \approx 1.064 \alpha.$$
Corrections to the $Z$ exchange diagram result in a modification to the imaginary part of the propagator

$$X \rightarrow \frac{s}{(s - m_Z^2) + is \Gamma_Z/m_Z}.$$ 

The remaining part of the weak corrections can be accommodated by introducing form factors $(\rho_f, \kappa_f)$ into the weak coupling constants

$$g_A^f = \sqrt{\rho_f} I_A^f, \quad g_V^f = \sqrt{\rho_f} (I_V^f - 2 Q_f \kappa_f \sin^2 \theta_W).$$

The variation of the form factors for different light fermions ($f \neq b$) is small so $\rho = \rho_f$ and the effective weak mixing angle $\sin^2 \tilde{\theta}_W$ is defined to be

$$\sin^2 \tilde{\theta}_W = \kappa_f \sin^2 \theta_W.$$ 

In general, the weak form factors depend on the masses of the fermions and gauge bosons, including the unknown top quark and Higgs masses. The leading dependence of $\sin^2 \tilde{\theta}_W$ on the top mass can be approximated

$$\sin^2 \tilde{\theta}_W \simeq \sin^2 \theta_W + \cos^2 \theta_W \Delta \rho,$$

where

$$\Delta \rho = \frac{3 G_F m_t^2}{8 \sqrt{2} \pi^2}.$$ 

For $b\bar{b}$ final states, vertex diagrams involving $t$ quarks become important (see
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Fig. 2.8, which introduces an additional top mass dependence that is suppressed in the corrections for the lighter quarks. Accounting for this extra dependence on $m_t$, the weak form factors for b quarks can be related to $\rho$ and $\sin^2 \theta_W$ by

$$\rho_b \simeq \rho(1 - \frac{4}{3} \Delta \rho)$$

$$\kappa_b \sin^2 \theta_W \simeq \sin^2 \theta_W (1 + \frac{2}{3} \Delta \rho).$$

The effect on the asymmetry from these diagrams is negligible; however, the top mass dependence of the $Z \rightarrow b \bar{b}$ quark partial width is significantly changed.

### 2.2.2 Definitions of $\sin^2 \theta_W$

In the literature there are a number of definitions of $\sin^2 \theta_W$ that take different approaches to categorizing the weak radiative corrections. Complicating matters further, different authors use the same expression to represent different quantities. Presented here is an inventory of $\sin^2 \theta_W$ definitions relevant for discussions of electroweak data at $\sqrt{s} \sim m_Z$. 
The effective weak mixing angle $\sin^2 \theta_W$ introduced in this thesis is the standard definition used by the L3 experiment at LEP. It is often used by the other LEP experiments and appears in many review articles written in a variety of ways, for example

$$\sin^2 \theta_W \equiv \sin^2 \theta_{\text{eff}} \equiv \sin^2 \theta_{\text{eff}} \equiv \sin^2 \theta_{\text{eff}},$$

and is approximately equal to the mixing angle in the $\overline{\text{MS}}$ renormalization scheme [31]

$$\sin^2 \theta_{\text{MS}} \equiv \sin^2 \theta_W(m_Z) \simeq \sin^2 \theta_W - 0.0001.$$  

The label $\sin^2 \theta_W$ has also been used to express a different quantity, the "universal" mixing angle introduced by Hollik [32], which does not include the corrections to the fermion vertex ($\Delta \kappa_f, \text{vertex}$) and is truly flavor independent. This definition is related to the effective mixing angle by

$$\sin^2 \theta_W(\text{Hollik}) = (1 - \Delta \kappa_f, \text{vertex}) \sin^2 \theta_W \simeq \sin^2 \theta_W - 0.0007$$

and is equivalent to both the "star" mixing angle of Kennedy and Lynn [33], $\sin^2 \theta_W$, and the renormalized mixing angle $\sin^2 \theta_W(Z)$ or $\sin^2 \theta_W(m_Z^2)$ sometimes reported by the LEP experiments,

$$\sin^2 \theta_W(\text{Hollik}) \equiv \sin^2 \theta^*_W \equiv \sin^2 \theta_W(Z) \equiv \sin^2 \theta_W(m_Z^2).$$
Finally, the mass shell definition advocated by Sirlin [34],

\[(\sin^2\theta_W)_s \equiv 1 - \frac{m_W^2}{m^2},\]

which is equivalent to the tree level definition of $\sin^2\theta_W$, is technically independent of radiative corrections and has a complicated connection to $\sin^2\tilde{\theta}_W$. Since the W mass has not been measured as precisely as the Z mass at LEP, it is treated as a derived quantity determined from the precisely measured fermi constant $G_F$. The relation between the W mass and $G_F$ in the Standard Model involves electroweak corrections and therefore depends on the top quark mass. Defined in this way (by using $G_F$ instead of $m_W$), $(\sin^2\theta_W)_s$ acquires a strong top mass dependence, which can be seen in Fig. 2.9. Since the electroweak corrections have been absorbed into its definition, $\sin^2\tilde{\theta}_W$ is much less sensitive to the top mass. For the sake of comparison the figure also includes the value of $\sin^2\theta_W$ derived from the direct measurement of the W mass by the CDF and UA1 collaborations, $m_W = 80.22 \pm 0.26$ [35], and the Z mass from L3.

2.3 Fragmentation

Electron-positron annihilation at LEP produces a quark-antiquark pair that has sufficient kinetic energy to overcome the attractive electromagnetic potential between the quarks. However, isolated quarks have never been observed in nature. All the hadronic matter that has been detected is made of color neutral combinations of
2.3 Fragmentation

Attempts to separate a quark from a hadron result in the production of additional hadronic particles. In QCD this is explained by producing q̅q pairs from the vacuum to form new hadrons. In a similar manner, as the quarks produced in an e⁺e⁻ collision move apart, q̅q pairs are drawn out of the vacuum to form clusters of hadrons that on average travel in the same direction as the original quarks. The cluster of hadrons that is associated with the original quark is called a "jet," and the process of producing the hadronic configuration is referred to as fragmentation or hadronization.

The details of quark fragmentation are in principle completely determined by QCD. However, due to the increase in coupling strength of the strong interaction at long distance scales (i.e. quark confinement) perturbative calculation techniques are
not applicable and alternative techniques have not proved soluble. Instead, various phenomenological models have been proposed that encapsulate the concepts of QCD but allow a calculable description of the fragmentation process.

The models currently in use can be grouped into two categories: string fragmentation and QCD cascades. String fragmentation models [36,37] are based on the idea that the hadronic color field forms a flux tube between the primary partons (quarks and gluons). As the partons move apart, the flux tube, which has a constant energy density per unit length, stretches between them. When the potential energy in the string (flux tube) is sufficient to produce a $q\bar{q}$ pair, the string can break into two separate strings. This process occurs repeatedly until the energy in the color field is insufficient to produce any further quark pairs.

In QCD cascade models [38–41] a quark-gluon shower is generated (much like an electromagnetic shower of electrons and photons) using a perturbative QCD expansion. This is achieved by producing the initial partons off their mass shell and allowing them to radiate gluons, and then terminating the shower when the parton four-momentum is small enough to prohibit the use of perturbation theory. The remaining gluons are split into $q\bar{q}$ pairs and the quarks are combined into multiquark color singlet clusters which decay into the final hadrons.

Currently, the most popular model used for $e^+e^-$ collisions (and the model preferred by L3) is a combined approach implemented by the Lund Group [42,43] in the Lund Monte Carlo program [44]. A perturbative QCD parton shower model is used to generate the effects of hard gluon bremsstrahlung and to produce partons which
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are then fragmented with the string model.

In all of the models a fragmentation function must be specified which describes how much of the initial quark momentum is carried by the hadron formed with the initial and vacuum quarks. Fragmentation functions are typically parameterized by a partially Lorentz invariant quantity that compares the hadron momentum four-vector to the initial quark four-momentum:

\[ z = \frac{(E + p_\parallel)_{\text{hadron}}}{(E + p_\parallel)_{\text{quark}}}, \]

where \( p_\parallel \) is the component of momentum parallel to the initial quark direction. Note that the parameter \( z \) is invariant under a boost in the direction of the initial quark.

For light quarks (u, d, s), the properties of the string model lead to a symmetric fragmentation function [45] of the form

\[ f(z) \propto z^{-1}(1 - z)^a \exp(-b m_T^2/z), \]

where \( m_T^2 = m^2 + p_T^2 \) is the transverse mass of the hadron. The transverse momentum of the hadron is chosen at random from a Gaussian probability distribution with zero mean and variance \( \sigma_T^2 \). The free parameters can be chosen such that the fragmentation scheme reproduces experimentally observed particle and jet distributions; the values typically fall in the range \( a = 0.5 - 1.0, b = 0.7 - 0.9 \text{ GeV}^{-2} \) and \( \sigma_T \sim 0.3 \text{ GeV} \).

Heavy quark (c, b) fragmentation is treated differently. Hadrons are more likely to form when the constituent quarks have the same velocity. This implies that heavy
quarks can combine with light quarks without giving up much of their energy and thus
the heavy meson will carry a higher fraction of the momentum of the original heavy
quark [46-48]. Thus, the fragmentation of heavy quarks is described as being “hard.”

An explicit model of heavy quark fragmentation introduced by Peterson et al. [49]
displays this general feature. The Peterson fragmentation function is parameterized
by a single flavor dependent quantity $\epsilon_Q$:

$$f(z) \propto z^{-1} \left(1 - \frac{1}{z} - \frac{\epsilon_Q}{1 - z}\right)^{-2}.$$ 

That heavy quark fragmentation is hard has been unambiguously determined
from studies of heavy meson decays at PEP and PETRA [50,51]. The Peterson
fragmentation function fits the data quite well; however, measurements have not
been sufficiently precise to distinguish between different fragmentation models.

In the L3 simulation, the Peterson function is used for heavy quark fragmentation
with $\epsilon_c = 0.07$ and $\epsilon_b = 0.008$ and the Lund symmetric function is used for the lighter
quarks with $a = 0.5$, $b = 0.9$ GeV$^{-2}$, and $\sigma_T = 0.35$ GeV. Figure 2.10 illustrates the
degree to which the fragmentation of light and heavy quarks differ given this choice
of parameters.

For comparisons with real data, the Peterson function was used with $x_E$ as the pa-
parameterization variable instead of $z$, where $x_E = 2E_{\text{hadron}}/\sqrt{s}$. This leads to fragment-
tion parameters $\epsilon_b(x_E)$ and $\epsilon_c(x_E)$ which differ from the corresponding parameters
$\epsilon_b$ and $\epsilon_c$. Measurements from L3 data indicate that the b fragmentation parameter
2.4 Semileptonic Decay of b Hadrons

The semileptonic decay of b hadrons provides a method for tagging the b charge and separating b events from background. Since the b quark is heavy, the decay of b hadrons can be treated with the spectator approximation in which the b quark decays weakly via the emission of a virtual W boson and is unaffected by the presence of the light spectator quark (or quarks, in the case of a baryon). The virtual W will decay
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PIG. 2.11: Spectator diagram for the semileptonic decay of a $b$ meson. For the decay of a $b$ baryon substitute a quark pair for $\bar{q}$.

into a lepton-neutrino pair or a quark-antiquark pair that has the same total charge as the original $W$. The semileptonic decay $b \to q \ell^- \bar{\nu}_\ell$ in the spectator approximation is depicted in Fig. 2.11. Note that the charge conjugate of this process is $\bar{b} \to \bar{q} \ell^+ \nu_\ell$ and therefore the lepton charge distinguishes the decay of a $b$ from a $\bar{b}$ quark.

These decays, abbreviated by $b \to \ell$, are sometimes referred to as "prompt" indicating that the lepton comes directly from the original quark. The term differentiates this kind of decay from "cascade" decays such as $b \to c \to \ell$, where the lepton comes from a secondary weak decay.

The shape of the lepton momentum spectrum depends on the details of the specific process, but the maximum allowable momentum (end-point) is fixed by the initial and final state masses. Since the $b$ quark is much heavier than the other quarks, this opens the possibility of distinguishing leptons from the decay of different quark flavors. For a general three body semileptonic decay of a hadron $A$ to a hadron $X$ ($A \to X \ell \bar{\nu}_\ell$),
the maximum lepton momentum is (neglecting the lepton mass):

\[ P_{\text{max}} = \frac{m_A^2 - m_X^2}{2m_A}. \]

Using typical masses for each type of flavored hadron, the end-point momentum is given in Table 2.3. Leptons with more than 1 GeV of momentum come almost exclusively from the weak decay of a b quark. This information cannot be used directly in the analysis of real data because the laboratory frame does not correspond to the hadron rest frame. In the process of fragmentation, the initial state hadron acquires appreciable kinetic energy and therefore the hadron and its decay products are boosted in the laboratory frame. Since the boost in a particular event is not known, the momentum of the lepton in the hadron rest frame cannot be determined. However, the momentum component of the lepton perpendicular to the direction of the hadron is not affected by the boost. This direction is correlated with the experimentally determined jet axis. The lepton momentum component perpendicular to the nearest jet axis \( p_T \) is a well defined experimental quantity that can be used to distinguish b decays from background. Figure 2.12 compares the \( p_T \) of leptons from

<table>
<thead>
<tr>
<th>quark hadron</th>
<th>mass (GeV)</th>
<th>( p_{\text{max}} ) (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>b B</td>
<td>5.3</td>
<td>2.3</td>
</tr>
<tr>
<td>c D</td>
<td>2.0</td>
<td>0.94</td>
</tr>
<tr>
<td>s K</td>
<td>0.5</td>
<td>0.23</td>
</tr>
<tr>
<td>u,d ( \pi )</td>
<td>0.14</td>
<td>0.07</td>
</tr>
</tbody>
</table>
simulated $e^+e^-$ annihilation events. As expected, each decay type cuts off at $p_T = p_{\text{max}}$. The few events found above the cutoff are due to the fact that the jet axis does not exactly correspond to the hadron direction.

In semileptonic weak decays, every lepton has an associated neutrino. The neutrino energy is not deposited in the detector and thus the energy of the observed jet will be less than the available energy of the original hadron. The same arguments about the maximum momentum of the lepton also apply to the neutrino. The neutrinos in b decay will on average have more momentum than neutrinos from the weak decay of lighter quarks. This can be exploited to gain extra sensitivity to semileptonic b decays; however, the neutrino and lepton momenta are correlated due to momentum conservation. This correlation can be clearly seen in Fig. 2.13. Thus the missing
neutrino energy is greatest when the lepton momentum (and therefore $p_T$) is small.

The $b$ semileptonic branching ratio to electrons and muons has been measured at a number of center-of-mass energies. Table 2.4 lists results from CESR, PEP, PETRA and L3 [30,53]. The measurements at the $T(4S)$ have a model dependence that contributes an error which is not included in the listed value and is roughly the same size as the statistical error. Also, measurements at the $T(4S)$ do not include contributions from $B^0_s$ mesons and $B$ baryons since there is insufficient energy to produce them. It is therefore appropriate to average the higher energy measurements which results in $\text{Br}(b \to \ell) = 0.117 \pm 0.006$. This implies that one can expect approximately 41% of the $b\bar{b}$ events produced at LEP to contain at least one electron or muon from the semileptonic decay of a $b$ quark.
Table 2.4: Measurements of the $b$ semileptonic branching ratio.

<table>
<thead>
<tr>
<th>$\text{Br}(b \rightarrow \ell)$</th>
<th>$\sqrt{s}$ (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.118 \pm 0.005$</td>
<td>10.58 $\Upsilon$(4S)</td>
</tr>
<tr>
<td>$0.118 \pm 0.007$</td>
<td>29-38.5</td>
</tr>
<tr>
<td>$0.113 \pm 0.012$</td>
<td>88-94 L3</td>
</tr>
</tbody>
</table>

FIG. 2.14: Standard Model diagrams for $B^0-\bar{B}^0$ mixing. The charge conjugate processes can also occur.

2.5 $B^0-\bar{B}^0$ Mixing

The measurement of the $b\bar{b}$ asymmetry requires that the charge of the initial $b$ (or $\bar{b}$) quark be determined by detecting the lepton from the weak decay of the heavy quark.

In the neutral $B$ meson system the lepton tagging method can give the wrong sign for the initial quark. Within the framework of the Standard Model, the $\bar{B}^0$ meson can oscillate into a $B^0$ meson via box diagrams as in Fig. 2.14. The weak decay of the meson after the oscillation result in a lepton with a charge opposite in sign to that of the original quark. The joint probability that a primary $b$ quark hadronizes into a neutral $B$ meson which undergoes an oscillation before the semileptonic decay of the $b$ quark is defined to be

$$\chi = \frac{\text{BR}(b \rightarrow \bar{B}^0 \rightarrow B^0 \rightarrow \ell^+X)}{\text{BR}(b \rightarrow b \rightarrow \text{hadron} \rightarrow \ell^\pm X)}.$$
The observed asymmetry is then related to the true $b\bar{b}$ asymmetry by

$$A_{b\bar{b}}^{obs} = A_{b\bar{b}}(1 - 2\chi).$$

Mixing can be experimentally observed in $b\bar{b}$ events in which both mesons are tagged via their semileptonic decay. Without mixing, the two leptons will have opposite charge. If one of the mesons has oscillated into its antiparticle then the two leptons will have the same sign.

The first evidence for $B^0-\bar{B}^0$ mixing came in 1987 from an excess of like-sign dimuon events collected by the UA1 experiment at CERN [54,55]. Subsequently, mixing has been observed at the $\Upsilon(4S)$ by ARGUS [56,57] and CLEO [58] and by the CDF collaboration at the Fermilab proton collider [59]. Unlike the proton colliders and LEP, the $e^+e^-$ colliders operating at the $\Upsilon(4S)$ resonance do not have sufficient energy to produce $B_s^0$ mesons. Therefore ARGUS and CLEO directly measure the mixing of $B_d^0$ mesons.

The mixing parameter $\chi$ that is needed for the determination of $A_{b\bar{b}}$ is a combination of $B_s^0$ and $B_d^0$ oscillations and can be measured from L3 dilepton data without invoking measurements at other energies.
Chapter 3

Apparatus

3.1 LEP

The Large Electron Positron (LEP) collider at CERN was conceived in 1976 as a high luminosity electron-positron storage ring capable of attaining center-of-mass energies of 200 GeV. The final design approved in December of 1981 (the same year as the discovery of the Z boson) called for two phases of the project [60]. In Phase 1 LEP would operate at center-of-mass energies near the Z mass with a luminosity of $10^{31} \text{cm}^{-2}\text{s}^{-1}$. In the second phase of operation, the accelerating capacity of the machine would be increased to boost the center-of-mass energy to 200 GeV. Thus the Phase 1 magnet system was designed to be compatible with the higher center-of-mass energy in the second phase.
FIG. 3.1: Large Electron Positron Collider (LEP) at CERN.

3.1.1 LEP Main Ring

The main ring of the collider straddles the border between France and Switzerland on the outskirts of Geneva (Fig. 3.1). The ring has the shape of an octagon with rounded corners and has a total circumference of 26658.883 m. The circulating beams are brought into collision at eight interaction regions which are located at the middle of each straight section of the ring. Four of these interaction regions (P2, P4, P6, and P8) have large underground experimental halls and superconducting low-β quadrupole magnets. These superconducting quadrupoles compress the beam at the interaction point and thereby increase the luminosity. The other four regions (P1, P3, P5, and P7) have a simpler arrangement of standard magnets and no experimental halls.

The radio frequency (RF) accelerating system for Phase 1 is installed in the
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straight sections on either side of P2 and P4. It consists of 128 copper cavities driven by a total of 16 klystrons. The total power consumed by the klystrons is 16 Megawatts under normal operating conditions.

3.1.2 LEP Injector

The injection system for LEP utilizes the Super Proton Synchrotron (SPS), the Proton Synchrotron (PS), a specially built pair of linacs (LIL) and an $e^+e^-$ storage ring (EPA), see Fig. 3.2 [61]. The LEP Injector Linacs (LIL) provide 600MeV electrons and positrons that are then stored in the Electron-Positron Accumulation Ring (EPA). LIL consists of a high-intensity linac that produces a 200 MeV beam of electrons which is focused onto a tungsten target to produce positrons. The positrons are accelerated
by a second linac to 600 MeV and stored in EPA. A low intensity electron gun that is located near the converter provides the electrons used for filling LEP. Thus the high intensity 200 MeV linac is only used for positron filling.

Once the required current is reached, eight bunches are injected into the PS, accelerated to 3.5 GeV, and then transferred to the SPS, where the beams are accelerated to 20 GeV and then sent to LEP. The accelerating cycles of the electrons and positrons in the SPS are inserted during the dead-time of the 450 GeV proton cycle. Therefore, the filling of LEP does not interfere with the fixed target proton program of the SPS. However, filling LEP is incompatible with use of the SPS as a proton-antiproton collider.

### 3.1.3 LEP Operation

The data used for this thesis was collected from April 1990 to November 1991. During that time, LEP was operated with 4 electron and 4 positron bunches with a current of about 0.5 mA in each bunch and a typical beam lifetime of 20 hours. The time between beam crossings in $4 \times 4$ bunch mode is approximately 22 $\mu$s.

By the end of 1991, peak luminosities of around $5 \times 10^{30}\text{cm}^{-2}\text{s}^{-1}$ were attained. The history of the integrated luminosity delivered to the L3 detector is given in Fig. 3.3. The combined integrated luminosity is 19.25 pb$^{-1}$. The collider was run at a number of different energies scanning the Z resonance to determine the mass and decay width of the Z boson. A large amount of integrated luminosity was devoted to a center-of-mass energy close to the peak of the Z resonance. In this way the
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The L3 experiment\(^1\) [62], which is located at the P2 interaction region, is one of the four major detectors at the LEP collider. The detector was designed to identify and measure electrons, photons and muons with high precision. Although the main emphasis is on leptons and photons, the L3 detector is also capable of reconstructing the enhancement of the $e^+e^-$ cross-section was exploited to obtain the largest possible sample of Z decays, enabling the LEP experiments to make precision electroweak measurements such as the $b\bar{b}$ asymmetry.


---

\(^1\)The experiment became known as "L3" because the Letter of Intent in which it was proposed was the third letter submitted to the LEP experiments committee.
3.2 The L3 Detector

The combination of jet reconstruction and lepton identification make the L3 detector extremely well suited for studying heavy flavor physics through semileptonic decays.

The detector, shown in Fig. 3.4, is situated in an underground hall 50m from the surface. From the interaction region outward, the detector consists of a central tracking chamber, an electromagnetic calorimeter, a hadronic calorimeter, three sets of muon chambers and a conventional magnet coil. Unlike most high energy collider experiments, the entire detector fits inside the coil. The field provided by the magnet causes charged particle trajectories to bend so that the momentum of each particle can be determined by measuring the bending curvature. Since they are inside the coil, the central tracking chamber and muon chambers both measure the momentum of charged tracks.

The calorimeters and central tracking chamber are contained within a 32m long, 4.45m diameter steel support tube. Both ends of the muon chamber are also anchored to the tube. The tube carries the weight of the detectors to adjustable jacks on concrete pillars placed at either end of the detector. Servomechanisms in the adjustable jacks allow the detector to be aligned with the LEP beam axis.

In addition to the main detector, the beam luminosity is measured by detecting low angle $e^+e^-$ (Bhabha) scattering events with a dedicated luminosity monitor on each side of the interaction region.

The detailed description of the detector that follows pertains to the experimental configuration used from November 1990 through November 1991.
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FIG. 3.4: The L3 detector.
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3.2.1 Magnet

Surrounding the entire detector is a conventional solenoidal magnet which provides a 0.5 Tesla magnetic field parallel to the axis of the beam. The magnet is constructed of aluminum plates welded together to form a 168 turn octagonal coil. The inside diameter of the coil is 11.86 meters and the total length is 11.9 meters. The magnetic field is returned through an iron yoke and two poles equipped with hinged doors that permit access to the muon chambers during shutdowns. A current of about 30,000 amps is required to achieve the 0.5 Tesla field.

With the hadron calorimeter removed, the magnetic field inside the support tube has been mapped with a remote controlled device equipped with 60 Hall plates. The remaining region of the detector was mapped with 1000 magnetoresistors that are permanently attached to the muon chamber support structure and the absolute value of the field is monitored with five NMR probes.

3.2.2 Muon Tracking Chambers

The muon detector (MUCH) resembles a pair of side-by-side ferris wheels concentric with the beam pipe. Each wheel consists of eight triangular units or octants. Each octant (see Fig. 3.5) contains an inner module (MI), two middle modules (MM), and two outer modules (MO). The inner and outer modules measure track coordinates in

\[1\] It has been erroneously stated that the L3 magnet system contains more iron than the Eiffel Tower in Paris. The total amount of iron in the magnet support structure and return yoke is 6700 tons, while the Eiffel tower contains 7300 of iron and steel [63]. Including the 1100 tons of aluminum that make up the magnet coil then it can be said that the L3 magnet system outweights the Eiffel Tower.
FIG. 3.5: One octant of one wheel of the muon chambers.
the bending plane of the magnetic field with 16 signal wires each (p-chambers). They
are also equipped with additional chambers that measure track coordinates along the
beam axis (z-chambers). The middle modules do not have z-chambers and devote
24 wires to the bending plane measurement. The chambers cover the polar region
between 36° and 144° with respect to the beam pipe.

Muon Chamber Alignment

The curvature of a muon track with momentum greater than 3 GeV is small enough
that the track can be contained within a single octant. Alignment of modules within
an octant is therefore more critical than the octant to octant alignment. Separate
systems are used to position the wires within a module, to position the modules within
an octant and to check the overall alignment.

Precision Pyrex glass and carbon fiber bridges hold the signal and field shaping
wires within a chamber. The position of the bridges is adjusted with three alignment
systems integrated into the structure. Each alignment system is composed of a light
emitting diode (LED) focused onto a quadrant photodiode. The bridges are aligned
when an equal amount of light is received by each quadrant of the photodiode. In
this way, the wires are positioned to an accuracy of 10 μm in the bending direction
and 40 μm in the non-bending direction.

The ends of each module are aligned with a similar system of LEDs and photo-
diodes. Two LEDs which are referenced to a signal wire are attached to each end of
the inner module. The light from the LEDs is focused through a lens mounted on the
middle module and falls onto a pair of quadrant photodiodes on the outer chamber. The position of the middle chamber is then adjusted until the three chambers are in a straight line. To ensure that the axis of each chamber is parallel to the beam line, a He-Ne laser is used to generate a reference plane between the halves of the middle and outer chambers. The MO and MM chambers are adjusted so that the deviation of their center lines with the reference plane is zero.

The overall alignment of an octant is verified by using a nitrogen ultraviolet laser to simulate infinite momentum tracks. Each octant contains a laser and directional beam elements that generate eight laser beam trajectories (see Fig. 3.5). The beam passes through all layers of the octant through quartz windows in selected drift cells and is monitored by photodiodes mounted below the MI chambers. This system verified that the sagitta error of straight tracks in each octant is less than 30 \( \mu m \).

Muon Chamber Resolution

From test beam and cosmic ray data, the single wire resolution for the p-chambers (z-chambers) was determined to be about 150 \( \mu m \) (500 \( \mu m \)). The accuracy of the muon system has been measured from an analysis of \( Z \rightarrow \mu^+\mu^- \) data by comparing the muon momentum with the beam energy. Accounting for radiative corrections, the observed resolution of 45 GeV muons is \( \sigma(E_{\text{beam}}/p_\mu) = 2.5 \pm 0.4\% \).
3.2.3 Hadron Calorimeter

The energy of hadronic particles is measured by the total-absorption technique with a homogeneous bismuth germanate oxide (BGO) crystal calorimeter and a uranium, gas proportional tube sampling hadron calorimeter (HCAL). The HCAL is constructed of depleted uranium absorber plates interspersed with proportional wire chambers. Uranium was chosen for a number of reason:

- It has a very short nuclear absorption length so the calorimeter can be compact.

- Gamma rays from the spontaneous decay of the uranium can be used to calibrate the wire chambers.

- A free supply was readily available from what was the Soviet Union.

The barrel portion of the calorimeter consists of 9 rings with 16 modules per ring covering the polar angles from 35° to 145° (see Fig. 3.6). Each module has either 53 or 60 planes of wire chambers in the radial direction. The orientation of the wires changes by 90° in alternating planes for better determination of particle trajectories. The wires are grouped together to form 11,664 readout towers. The towers point to the beam axis in the \( \phi \) projection and have constant width in the \( z \) direction. The solid angle covered by a single tower is small, typically \( \Delta \phi = 2° \) and \( \Delta \theta = 2° \). The total thickness of the HCAL is greater than 3 nuclear absorption lengths.

The hadron calorimeter endcaps extend the polar angle coverage down to 5.5°, which represents 99.5% of \( 4\pi \) of solid angle. Each endcap consists of three rings: one outer (HC1) and two inner rings (HC2, HC3). The rings are split vertically in half, and
FIG. 3.6: Hadron barrel and endcap calorimeter. Only one endcap is depicted.
once installed, they can be quickly removed to permit access to the remaining central detectors. The wire chamber planes in the endcaps are oriented perpendicularly to the beam line and have a stereo angle of 22.5° between alternating planes. The wires are grouped into 3,960 towers that point toward the interaction region in the R-Z projection. The solid angle segmentation is equivalent to the barrel segmentation. The thickness of the material a particle originating from the center of the detector traverses varies from 6 to 7 nuclear absorption lengths.

The energy resolution of the calorimeter modules was measured in test beams at CERN and the Institute of Theoretical and Experimental Physics (ITEP) in Moscow. The resolution of a completed module is $(55/\sqrt{E(\text{GeV})} + 5)\%$. The resolution of the total energy of hadronic decays of the Z is better than 10%. The fine segmentation results in the determination of jet axes with an angular resolution of 2.5°.

The HCAL acts as a filter as well as a calorimeter. Most particles deposit all of their energy and stop within the calorimeter. Only muons and neutrinos have a high probability of reaching the muon chambers. A muon filter mounted on the inside wall of the steel support tube adds an additional nuclear absorption length to the interaction length of the inner detector. The filter is composed of brass absorber plates interleaved with gas proportional tubes.

### 3.2.4 Scintillation Counters

Between the electromagnetic and hadronic calorimeters are 30 plastic scintillator counters that cover the polar angle region between 44° and 146°. The counters are
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FIG. 3.7: The BGO electromagnetic calorimeter.

used to trigger hadronic events and to reject cosmic ray background. Cosmic rejection is achieved through time-of-flight measurements. The time difference between opposite counters is 6 ns for a cosmic muon which passes through the detector and is zero for a pair of muons that originate from the interaction region. The timing resolution of the counters is 460 ps.

3.2.5 Electromagnetic Calorimeter

Surrounding the central tracking chamber is an electromagnetic calorimeter composed of bismuth germanate crystals (BGO). The calorimeter consists of two half barrels and two endcaps (see Fig. 3.7). The endcaps were split horizontally and then bolted together around the beam pipe. The entire barrel portion of the calorimeter is con-
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structured from 7,680 BGO crystals and covers the polar angles \( 42^\circ < \theta < 138^\circ \). Each endcap is made of 1,527 BGO crystals that extend the angular coverage down to \( \theta = 11.6^\circ \) with respect to the beam line. In front of the endcaps are forward tracking chambers (FTC) that augment the tracking of charged particles in the forward region.

The FTC and BGO endcaps were installed at the beginning of 1991. Prior to that, 8 wedges of scintillator were placed in front of the hadron calorimeter endcaps at each end. Because the cabling for the central tracking chamber and the FTC occupied more space than was planned, it was not possible to fit the endcaps into their designed location. For this reason, a ten centimeter gap exists between the BGO barrel and endcap (the gap is not shown in Fig. 3.7).

BGO Characteristics

The BGO crystals act as both the shower and scintillating material. Each crystal is cut and polished in the shape of a truncated pyramid 24 cm long, about \( 2 \times 2 \text{ cm}^2 \) at the inner face and about \( 3 \times 3 \text{ cm}^2 \) at the outer face. The crystals are arranged to point to the interaction region with a 10 mrad offset to suppress photon leakage along radial lines between crystals. Table 3.1 compares the properties of BGO with another commonly used scintillating crystal, NaI(Tl). The chief advantage of BGO is its high density, comparable to that of steel. The high density and corresponding short radiation length allow the calorimeter to be compact. In addition the lateral spread of electromagnetic showers is small, which results in improved angular resolution.
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### Table 3.1: Properties of BGO and NaI scintillating crystal.

<table>
<thead>
<tr>
<th></th>
<th>BGO</th>
<th>NaI(Tl)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (g/cm³)</td>
<td>7.13</td>
<td>3.67</td>
</tr>
<tr>
<td>Radiation Length (cm)</td>
<td>1.12</td>
<td>2.59</td>
</tr>
<tr>
<td>Moliere Radius (cm)</td>
<td>2.3</td>
<td>4.4</td>
</tr>
<tr>
<td>dE/dx MIP (MeV/cm)</td>
<td>9.0</td>
<td>4.8</td>
</tr>
<tr>
<td>Peak Emission (nm)</td>
<td>480</td>
<td>410</td>
</tr>
<tr>
<td>Decay Constant (ns)</td>
<td>300</td>
<td>250</td>
</tr>
<tr>
<td>Average Light Yield (photons/MeV)</td>
<td>2800</td>
<td>4000</td>
</tr>
<tr>
<td>Light Yield Temperature Coefficient (%/°C)</td>
<td>-1.55</td>
<td>0.22</td>
</tr>
</tbody>
</table>

**Readout electronics**

Two photodiodes that detect the scintillation light are glued to the back of each crystal. The photodiodes are insensitive to magnetic fields, have a quantum efficiency of approximately 70% and do not provide any signal amplification. Preamplifiers are mounted directly behind each crystal and the amplified signal is brought out to analog-to-digital converters (ADC) mounted 3m away, behind the hadron calorimeter endcaps. The ADCs measure the signals from each crystal over a range from 0.1 MeV to 200 GeV with a resolution of at least 1000:1 above 100 MeV.

There are four levels to the ECAL readout system. Except for the first level, the readout system is housed in the counting rooms, which are more than 100 meters away from the detector. The first level, level-1, consists of an ADC controlled by a microcomputer for each crystal. Level-1 digitizes and stores the signals from every crystal within 250 µs of the trigger. Not all of the 10,914 crystals are read out in every event. Since the majority of crystals in a given event do not receive any deposited energy, the crystal is read out only if the signal is greater than a preset threshold.
in the level-1 microcomputer. The thresholds are set independently for every level-1 channel and can be reprogrammed through the level-2 computers. The level-2 readout consists of a single VME board for every 60 crystals. The data is read out of level-1 with a token passing scheme, whereby each microcomputer transfers its data in turn, on a common data bus, to the level-2 board. The VME crate master, which comprises level-3, directly accesses the memory in the level-2 boards in its crate (there are 16 level-2 boards in a crate) and passes the data, without buffering, to level-4. Level-4 combines all of the data for an event in a First-In-First-Out buffer and sends it to a FASTBUS memory module in the main data acquisition system. The maximum average data transfer rate for the entire ECAL readout is greater than 6 Mbytes/s.

Energy calibration and resolution

The entire barrel portion of the calorimeter and one half endcap were calibrated in the CERN SPS X3 beam to an accuracy of 1%. Over 1000 electrons per crystal were recorded at three energy settings: 2, 10 and 50 GeV. The energy resolution is \( \simeq 5\% \) at 100 MeV and \( \simeq 1.4\% \) for energies greater than 2 GeV (see Fig. 3.8). The hadron/electron rejection ratio is about 1000:1 for charged tracks with momentum greater than 2 GeV, and the spatial resolution is better than 2 mm.

The light collection efficiency of the crystals and readout electronics is monitored by a xenon lamp system. Two optical fibers distribute light from calibrated xenon flash lamps to the back face of every crystal. One fiber simulates a high energy signal (\( \sim 35 \) GeV) and the other a low energy signal (\( \sim 1.5 \) GeV). Combining the xenon...
FIG. 3.8: Energy resolution for the barrel BGO calorimeter.

monitor system with Bhabha scattering information, the absolute calibration can be maintained to within 1%.

Since the light output variation of BGO with temperature is $-1.55\%/\degree C$, the crystal temperature must be held constant to within a few tenths of a degree to maintain the desired energy resolution. To dissipate the heat generated by the preamplifiers, a brass screen with copper pipes was positioned 1 mm behind the electronics. A silicon-based cooling fluid is circulated through the pipes. The cooling fluid is held below atmospheric pressure to prevent leaks. Approximately 1/12 of the crystals have temperature sensors, accurate to $0.1\degree C$, mounted on their front and back face. The sensors readings were periodically stored in a database and were used offline to correct the energy calibration of the calorimeter.
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3.2.6 The Central Tracking Chamber

At the center of the L3 detector is a multi-wire, gas ionization drift chamber (TEC).\(^1\) The chamber is approximately 1 m in length, 0.5 m in radius and consists of about 10,000 wires strung parallel to the beam axis (see Fig. 3.9). The wires create regions of constant electric field and detect the ionization left by the passage of a charged particle. The field shaping wires are arranged to create an inner and outer region. The outer region is divided into 24 sectors in the R-\(\phi\) plane while the inner region is divided into 12 sectors. Figure 3.10 displays a sample field map for the region around a sector. The voltages on the field wires are set such that the electric field is constant in the drift region of the sector. A grid wire plane separates the low field

\(^{1}\)The acronym TEC stands for Time Expansion Chamber.
drift region from the high field amplification region. A charged particle that passes through the chamber leaves an ionization trail. Electrons from the ionization of the gas drift with constant velocity along the electric field lines. Near the anode wire the increased electric field causes the incoming electrons to accelerate which produces an avalanche of secondary ionization. The ionization gas is a mixture of 80% CO$_2$ and 20% iC$_4$H$_{10}$, and has a low drift velocity of 6 $\mu$m/ns. The drift time is proportional to the distance the ionization charge traveled and thus indicates the position of the track relative to the sense wire. After the pulses are shaped, Flash Analog to Digital Converters (FADC) sample the signals from the anode wires.

Tracks are sampled by 62 layers of anode wires with a total lever arm of 0.317 m. The single wire resolution is 50 $\mu$m, and the transverse momentum ($p_{\perp}$) resolution is
approximately $\Delta(1/p_L)/(1/p_L) = (3 + 2p_L)\%$, where $p_T$ is measured in GeV.

Each sector has a plastic scintillating fiber ribbon that runs the length of the detector on its outer surface. The fibers monitor the drift velocity to an accuracy of 0.1%. For every anode wire the average drift time is plotted versus the fiber position. The slope of this plot gives the inverse of the drift velocity.

Two cylindrical proportional wire chambers cover the scintillating fiber ribbons. The wire chambers are read out with cathode strips that are inclined by 69° and 90° with respect to the beam direction for the inner chamber and by -69° and 90° for the outer chamber. These chambers give a z-coordinate measurement for tracks that penetrate the outer TEC cylinder.

### 3.2.7 Luminosity Monitor

A luminosity monitor was placed at 2.65 m from the interaction point on either side of the detector. Each monitor consists of a BGO crystal calorimeter and proportional wire tracking chamber, which cover the polar region between 24.93 mrad and 69.94 mrad. The BGO calorimeters are cylindrical, finely segmented, and composed of 304 crystals each. The readout and calibration of the luminosity monitor is similar to the main electromagnetic calorimeter system. Since the Bhabha cross-section rises steeply as the polar angle approaches the beam pipe, the fiducial volume determination is crucial to the calculation of the luminosity. Tracking chamber information in conjunction with energy profiles of the electron shower in the BGO are used to precisely define the geometrical acceptance. The systematic uncertainty on the lumi-
nosity from the geometry measurement is 0.4% and is the largest single contribution to the total systematic error on the luminosity.
Chapter 4

Data

4.1 Introduction

Every attempt was made to record all the $e^+e^-$ annihilation events that occurred at the L3 interaction point. This was possible because the interaction rate was low (\(~ 0.5 \text{ Hertz at a luminosity of } 10^{31}\text{cm}^{-2}\text{s}^{-1}\) and the background was minimal. A fast trigger decided if an $e^+e^-$ interaction had occurred and initiated the digitization of the state of the detector. The raw digitized data were recorded on tape and sent to an offline computer system for reconstruction. The reconstructed data contained information about the tracks of charged particles and clusters of energy deposited in the calorimeters. The tracks and clusters were used to identify constituents of the event, such as jets and individual particles, and to classify the event as a whole. A sample of events which were the result of the decay of a pair of primary quarks was selected and separated for this analysis. From this sample, events that contained
leptons were used to determine the $B^0$-$\bar{B}^0$ mixing parameter and the $b\bar{b}$ forward-backward asymmetry.

### 4.2 Simulated Data

Computer simulated events played an important part in determining the response of the detector and extracting the physics results. For example, the calculation of the background composition of the data sample as a function of the lepton momentum spectrum relied completely on simulated data.

The simulation process can be divided into two logical steps. In the first step, the initial configuration of particles based on a particular physical model is generated. The output of this initial step is a list of particles (which are not necessarily stable) with their associated energy-momentum four vectors. In the second step, the original particles are propagated through a detailed representation of the detector. Their interaction with each element of the detector is simulated and digitized output representing the detector response is produced.

The format of the output of the simulation is compatible with that of the raw data and the same computer programs were used to analyze both real and simulated events. Information about the original configuration generated by the simulation was also stored with each event, making it possible to investigate the detector response to a given particle in each event.

The quantum mechanical effects in the production of the initial configuration and the subsequent interaction of the particles with the detector requires a probabilistic
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The Monte Carlo approach to the simulation. This approach is readily implemented by Monte Carlo computer programs. The Monte Carlo method is defined as any technique that uses a sequence of random numbers to construct a sample population to solve a problem. In addition to reproducing the average behavior of the data, the Monte Carlo method will produce results that have the same degree of fluctuations on an event-by-event basis as the data.

4.2.1 The Event Generators

To simulate the various possible processes involved in $e^+e^-$ annihilation, a number of different Monte Carlo generator programs were used. For quark-pair final states JETSET 7.3 [44] was used. Many results were cross checked with HERWIG 5.3 [64], which implements a different fragmentation scheme. KORALZ [65] was used to simulate $\mu^+\mu^-$ and $\tau^+\tau^-$ final states. Bhabha scattering was simulated with BABAMC [66, 67] for wide angle scattering and BHLUMI v2.01 [68, 69] for calculating the acceptance of the luminosity monitor.

4.2.2 The L3 Detector Simulation

The simulation of the L3 detector is based on GEANT3 [70], which is a general purpose program that simulates the response of a user-defined detector for a given input particle configuration. A complete representation of the geometry of the L3 detector of both active (chamber and calorimeter) and passive (support structure and beam pipe) materials has been defined within the program. Typically, the level
of accuracy of this description is 10-100 μm, and it incorporates survey information of the actual detector.

Particles are tracked through the detector in small discrete steps, simulating the possible interactions at each step such as energy loss, multiple scattering, decay, bremsstrahlung, pair production, and nuclear interactions. Electromagnetic and hadronic showers are simulated in this way and particles are tracked down to the sensitivity limits of the detector (∼ 10 KeV in the ECAL and ∼ 1 MeV in the HCAL).

Hits in the muon and central tracking chambers were simulated using the drift distance to time relation measured from test beam data. The simulation also includes the effects of cross talk, multiple hits and δ-rays.

### 4.2.3 The Monte Carlo Data Sample

The approximate number of Monte Carlo events used in this analysis for the different type of events are listed in Table 4.1. The one million q̅q events generated by JETSET include all five quark pairs (u, d, s, c, b), whereas the b̅b data contains events in which one of the b quarks was forced to decay semileptonically to a muon or an electron.

<table>
<thead>
<tr>
<th>program</th>
<th>final state</th>
<th>Number of Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>JETSET 7.3</td>
<td>q̅q</td>
<td>1,000,000</td>
</tr>
<tr>
<td>JETSET 7.3</td>
<td>b̅b</td>
<td>200,000</td>
</tr>
<tr>
<td>KORALZ</td>
<td>τ⁺τ⁻</td>
<td>80,000</td>
</tr>
<tr>
<td>BABAMC</td>
<td>e⁺e⁻</td>
<td>60,000</td>
</tr>
<tr>
<td>KORALZ</td>
<td>μ⁺μ⁻</td>
<td>40,000</td>
</tr>
</tbody>
</table>
4.3 Trigger

The on-line trigger uses coarse-grained information from the detector to make a fast decision about whether an $e^+e^-$-annihilation event has occurred. A decision is made before the arrival of the next beam crossing (22 $\mu$s) so that negative decisions do not contribute to the dead time. For a positive decision, the complete event is digitized and stored in about 500 $\mu$s. Under normal running conditions data are collected with a dead time of 5% [62].

An event is recorded if it satisfies at least one of the following triggers [71]:

1. Energy Trigger. Any of:
   a. 10 GeV in the barrel and endcap ECAL.
   b. 15 GeV in the barrel calorimeters (ECAL and HCAL).
   c. 20 GeV in the barrel and endcap calorimeters (ECAL and HCAL).

2. Dimuon Trigger. At least two tracks in non-adjacent octants in the muon chamber and at least one scintillator counter hit.

3. Single Muon Trigger. At least one track with transverse momentum ($p_\perp$) greater than 1.5 GeV and one scintillator hit.

4. Charge Track Trigger. At least two tracks in the TEC with $p_\perp$ greater than 150 MeV and angular separation greater than 120° in the transverse plane.

5. Scintillation Counter Trigger. At least five out of 30 barrel scintillator counters fire within 13 ns of beam gate and at least one pair of counters hit is separated by more than 45° in azimuth.

The combined trigger efficiency for hadronic events is greater than 99.9% [72].

Since the triggers listed above are largely independent, they have been used to cross-check the single trigger efficiency of each other.
4.4 Hadronic Event Selection

The data sample selected by the trigger consisted of hadronic and leptonic \( e^+e^- \) events as well as background that did not originate in \( e^+e^- \) interactions. In order to eliminate the non-hadronic events, additional selection criteria were applied to the fully reconstructed data. The additional cuts are summarized in Table 4.2.

Since the electron and positron beams have equal energy and opposite momenta, the detector frame of reference corresponds to the center-of-momentum frame of the \( e^+e^- \) interaction. The net momentum of the final state particles is therefore zero and the total energy is equal to twice the beam energy. Events that do not originate from \( e^+e^- \) annihilation, for example cosmic ray events and beam interactions with the wall of the vacuum vessel or with residual gas in the beam pipe, in general do not meet these energy-momentum requirements. Background events are thus eliminated by cutting on the total energy deposited in the detector (\( E_{vis} \)) and the transverse and longitudinal energy imbalance (\( E_\perp, E_\parallel \)). The cuts cannot be made too restrictive since neutrinos produced in the weak decay of the final state particles and energy radiated along the beam pipe will not be detected. Furthermore, the finite detector resolution limits the precision with which the energy can be measured.

<table>
<thead>
<tr>
<th>Table 4.2: Hadronic event selection cuts.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.5 &lt; E_{vis}/\sqrt{s} &lt; 1.5 )</td>
</tr>
<tr>
<td>( E_\parallel/E_{vis} &lt; 0.5 )</td>
</tr>
<tr>
<td>( E_\perp/E_{vis} &lt; 0.5 )</td>
</tr>
<tr>
<td>( N_{\text{cluster}} \geq 14 ) ((</td>
</tr>
<tr>
<td>( N_{\text{cluster}} \geq 18 ) ((</td>
</tr>
</tbody>
</table>
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Leptonic events \((e^+e^- \rightarrow e^+e^-, \mu^+\mu^-, \tau^+\tau^-)\) and cosmic ray showers result in low particle multiplicities compared to hadronic events. The cut on the number of energy clusters in the calorimeters \(N_{\text{cluster}}\) eliminates nearly all such events. The value of the cut is different in the endcap region \((|\cos \theta| < 0.74)\) because the segmentation of the calorimeters is different in the barrel and endcap regions.

Monte Carlo-simulated events were used to determine the efficiency of these cuts and the amount of background present in the selected sample. From studies of events generated with JETSET and HERWIG, the acceptance for \(e^+e^-\rightarrow\)hadrons was determined to be \(99.04 \pm 0.03\) (stat) \(\pm 0.20\) (syst)\%. Simulations of \(e^+e^-\rightarrow \tau^+\tau^-\) events with KORALZ indicated a contaminating background of \(0.10 \pm 0.02\%\) from these events [71].
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The identification of electrons proceeds in two steps. High quality charged tracks reconstructed in the TEC are extrapolated to the front face of the ECAL and matched with energy clusters in the R-\(\phi\) projection. The angle \(\Delta \phi\) between the point at which the track enters the ECAL and the energy-weighted center-of-gravity of the ECAL cluster in the R-\(\phi\) plane is calculated for all track cluster pairs. Matched pairs with a \(\Delta \phi\) of less than 15 mrad are selected as electron candidates. In the second step, additional cuts that select electromagnetic showers are applied to these candidates. To make a precise match, the relative position of the various subdetectors and the geometry of the ECAL must be taken into account.
4.5.1 TEC Alignment

Each subdetector uses a local coordinate system. Tracks are parameterized with respect to the TEC and cluster positions are defined with respect to the ECAL. The relative position and orientation of the TEC to the ECAL is required to calculate a precise match. Engineering surveys of the detector elements can achieve a precision of no better than 0.3 mm and are susceptible to large systematic errors, so an independent method must be used. ¹

A precise determination of the relative alignment between the ECAL and TEC is possible by analyzing large angle Bhabha events. Bhabha events have a very clear signature: a pair of stiff tracks and a pair of ECAL clusters. Since the tracks can be unambiguously matched with the corresponding cluster, the $\Delta \phi$ distribution as a function of $\phi$, the azimuthal angle of the TEC track, can be used to determine the relative positions of the two coordinate systems. The details of the $\Delta \phi$ distribution are derived below.

Let us assume that the TEC and ECAL coordinate systems are offset by $(x, y)$ and rotated by $\alpha$ with respect to each other in the R-$\phi$ plane (see Fig. 4.1). In the figure, the solid axis depicts the coordinates of the ECAL barrel, and the dotted axis represents the TEC coordinate system which is arbitrarily displaced and rotated. Straight tracks coming from the TEC origin can be parameterized by a single angle $\phi$. Making the mistaken assumption that the ECAL and TEC coordinate systems

¹A survey of the beam elements at the L3 interaction region failed to indicate an error of 5 cm in the position of one of the magnets. The magnet had moved inside its case and since the survey was based on the case the error went undetected for over a year.
are the same, the track would intersect with the ECAL barrel at point Q. In the true TEC coordinate system, the track intersects the barrel at point P. The opening angle between points P and Q defines $\Delta \phi$. At point P, the following trigonometric relations hold

$$R \cos(\phi + \Delta \phi) = x + r \cos(\alpha + \phi)$$

$$R \sin(\phi + \Delta \phi) = y + r \sin(\alpha + \phi).$$

The triangle defined by points P, O, T gives:

$$R^2 = r^2 + x^2 + y^2 + 2r(x \cos(\alpha + \phi) + y \sin(\alpha + \phi)).$$
Combining these equations and keeping terms up to first order in $\frac{x}{R}$, $\frac{y}{R}$, and $\alpha$ yields:

$$\sin \Delta \phi = -\frac{x}{R} \sin \phi + \frac{y}{R} \cos \phi + \sin \alpha.$$ 

For small displacements and rotations, $\frac{x}{R}$, $\frac{y}{R} \ll 1$ and $\alpha \ll 1$, this reduces to:

$$\Delta \phi = -\frac{x}{R} \sin \phi + \frac{y}{R} \cos \phi + \alpha. \quad (4.1)$$

This simple relation between $\Delta \phi$ and $\phi$ can be used to extract $x$, $y$ and $\alpha$ from the data.

The mean $\Delta \phi$ calculated from Bhabha tracks in the half barrel $\cos \theta < 0$ as a function of $\phi$ is compared to the Monte Carlo prediction in Fig. 4.2. The data are fit to Eq. (4.1) with $\frac{x}{R}$, $\frac{y}{R}$, and $\alpha$ as free parameters. Note that in the Monte Carlo, the mean $\Delta \phi$ is $\sim -2$ mrad. This is due to the tilt of the BGO crystals with respect to the radial unit vector. The next section will elaborate on this effect and how it can be corrected.

The offsets $x$ and $y$ are extracted from the fit by multiplying the fit parameters $\frac{x}{R}$ and $\frac{y}{R}$ by the mean radius $R$. The expected $\Delta \phi$ offset from the Monte Carlo is subtracted from the $\alpha$ determined from the fit. This parameter is defined to be

$$\alpha' = \alpha_{\text{DATA}} - \alpha_{\text{MC}},$$

which represents the rotation needed to bring the real data into agreement with the
Monte Carlo.

Figure 4.3 displays the $\Delta \phi$ distribution from Bhabha data collected in 1991 for all six segments of the BGO calorimeter (the barrel is constructed from two half barrels and each endcap is split horizontally into two pieces). The offsets for each ECAL segment are listed in Table 4.3. The offsets determined for 1990 and 1991 data differ for two reasons:

1. The BGO endcaps were not installed for the 1990 run.
2. The TEC was removed and reinstalled after the 1990 run.

In the analysis of inclusive electrons in hadronic events, these offsets are added to the parameterization of the tracks measured with the TEC, so that the calculated $\Delta \phi$ is the true angle in the local frame of the ECAL segment.
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FIG. 4.3: The $\Delta \phi$ distribution calculated from 1991 Bhabha data for each ECAL segment.
Table 4.3: Offsets of TEC with respect to ECAL segments. Plus and minus $z$ refer to polar angles $\cos \theta > 0$ and $\cos \theta < 0$ respectively. Top and bottom refer to the separate halves of each endcap.

<table>
<thead>
<tr>
<th>year</th>
<th>ECAL segment</th>
<th>$x$ (mm)</th>
<th>$y$ (mm)</th>
<th>$\alpha'$ (mrad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>barrel $+z$</td>
<td>2.26</td>
<td>-0.21</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>barrel $-z$</td>
<td>2.10</td>
<td>-0.24</td>
<td>0.23</td>
</tr>
<tr>
<td>1991</td>
<td>barrel $+z$</td>
<td>0.10</td>
<td>-0.45</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>barrel $-z$</td>
<td>0.14</td>
<td>-0.74</td>
<td>-0.63</td>
</tr>
<tr>
<td></td>
<td>endcap $+z$ top</td>
<td>-1.03</td>
<td>0.69</td>
<td>-1.03</td>
</tr>
<tr>
<td></td>
<td>endcap $+z$ bottom</td>
<td>1.41</td>
<td>0.93</td>
<td>2.55</td>
</tr>
<tr>
<td></td>
<td>endcap $-z$ top</td>
<td>0.21</td>
<td>0.37</td>
<td>-2.27</td>
</tr>
<tr>
<td></td>
<td>endcap $-z$ bottom</td>
<td>2.62</td>
<td>0.67</td>
<td>3.40</td>
</tr>
</tbody>
</table>

### 4.5.2 BGO Crystal Tilt

As was observed in the previous section, the center-of-gravity of the ECAL cluster does not exactly coincide with the point at which the electron enters the calorimeter. In general, the trajectory of the electron is not parallel to the axis of the crystals but instead crosses at an angle resulting in a shift of the center-of-gravity. In order to devise a correction for this effect, it is necessary to look in more detail at the geometry of the BGO and the electromagnetic shower process.

The coordinates of an ECAL cluster are determined from an energy-weighted average of the crystal positions, in spherical coordinates, of a $5 \times 5$ array centered on the highest energy crystal in the cluster. Interpreting the $\phi$ coordinate of a cluster is complicated by the fact that the BGO crystals do not point directly at the interaction vertex but are tilted by 10 mrad (see Fig. 4.4). The purpose of the tilt is to suppress photon leakage between the crystals. Since the beam spot is extremely small in the transverse plane ($\sigma_x = 200 \mu m$, $\sigma_y = 25 \mu m$), photons from the primary vertex will
FIG. 4.4: BGO crystal orientation in the R-φ plane.

travel along radial lines from the center of the detector. The crystals are rotated so that these photons cannot escape through gaps between the crystals. The effect of this tilt on the reconstructed position of an observed energy cluster depends on the shape of the electromagnetic shower.

When a high energy electron enters the BGO, it initiates an electromagnetic shower of bremsstrahlung photons and electron-positron pairs. The behavior of such showers has been extensively studied and can be accurately simulated [73]. For example, the energy deposited per unit radiation length is shown in Fig. 4.5 from a simulation, using the EGS4 [74] Monte Carlo program, of a 30 GeV electron incident on an iron block. The longitudinal profile of the shower can be approximated by:

$$\frac{dE}{dt} = E_0 b^{a-1} \exp(-bt) \frac{bt}{\Gamma(a)}, \quad t = x/X_0,$$

where $E_0$ is the initial energy, $x$ is the penetration depth, $X_0$ is the characteristic
30 GeV electron in iron

\[ \frac{1}{E_0} \frac{dE}{dt} \]
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\[ t = \frac{x}{X_0} \]

FIG. 4.5: Simulation, using EGS4, of the energy deposited by a 30 GeV electron incident on iron. The fit uses the parameterization of the shower given in the text.

The energy-weighted mean penetration depth, \( \langle x \rangle \), is the center-of-gravity of the shower in the direction of the particle trajectory

\[
\langle x \rangle = X_0 (t_{\text{max}} + 1/b) = X_0 \ln E_0 + B, \quad (4.2)
\]

where \( B = X_0 (1/b - 0.5 - \ln E_c) \) and the units for \( E_c \) and \( E_0 \) must be the same.

The radiation length of the material, \( \Gamma(a) \) is the gamma function \( = \int_0^\infty u^{a-1} e^{-u} du \), and \( a \) and \( b \) are free parameters. The peak of this distribution occurs at a depth \( t_{\text{max}} \) which is related to \( E_c \), the critical energy of the showering material, by

\[
t_{\text{max}} = \frac{a - 1}{b} = \ln \left( \frac{E_0}{E_c} \right) - 0.5.
\]
The center-of-gravity of the shower calculated from the crystal positions determines the projection of \( \langle x \rangle \) onto the front face of the crystals. The relationship between the mean penetration depth and the center-of-gravity is depicted schematically in Fig. 4.6. The distance from the point at which the track enters the BGO and the center-of-gravity measurement is

\[
d = \langle x \rangle \cos(\alpha - \beta).
\]  

(4.3)

This connection between \( \langle x \rangle \) and \( d \) can be clearly illustrated with Monte Carlo events in the L3 simulation. From a sample of electrons in the Monte Carlo, \( d \) and \( \alpha \) were measured from the known track trajectory and the reconstructed cluster position. Assuming a value for \( \beta \), \( \langle x \rangle \) was calculated from the measured \( d \) and \( \alpha \) and is plotted in Fig. 4.7 as a function of the log of the electron energy. For \( \beta = 10 \text{ mrad} \), \( \langle x \rangle \) is linearly related to \( \ln(E) \) as expected from Eq. (4.2). Neglecting to include the crystal
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FIG. 4.7: Calculated penetration depth for electrons in Monte Carlo events. The energy, $E$, is given in units of GeV.

tilt, i.e. assuming $\beta = 0$ mrad, results in a large discrepancy at high energy.

Test beam data would be ideal for observing this effect, but the point at which the track enters the BGO was not precisely measured in the test beam. The wire chambers placed in front of the BGO crystals in the test beam had a resolution of only about 1 mm, which is comparable to the size of the displacement $d$ that must be measured. Furthermore, the mechanical table used to position the BGO array did not have an absolute position calibration.

The parameters $X_0$ and $B$ determined from a straight line fit to the measured distribution in Fig. 4.7 with $\beta = 10$ mrad are compared to the parameter values determined from the characteristics of BGO in Table 4.4. For BGO, $X_0 = 11.2$ mm, $E_c = 22$ MeV, and $b \sim 0.5$, where the critical energy $E_c$ was determined from a weighted average of the critical energies of bismuth, germanium and oxygen. The agreement between the fit and predicted BGO parameters is really just a check on
the shower simulation in the Monte Carlo. In the analysis of electrons in hadronic events, the angle between the cluster and extrapolated TEC track ($\Delta\phi$) is corrected using Eqs. (4.2) and (4.3) and the fit parameters from Table 4.4.

### 4.5.3 Selection

Electron identification begins with the matching of TEC tracks with ECAL clusters. To reach the barrel portion of the calorimeter, charged particles must pass through the outer cylindrical surface of the TEC chamber. Likewise, charged particles must pass through the TEC end flange to reach the calorimeter endcaps. The outermost wire with a hit attached to a TEC track indicates approximately the point at which the track left the chamber. Wire 58 (there are 64 sense wires in the radial direction) would be the last wire on a track that passed midway between the barrel and endcap calorimeters. Therefore, tracks with a hit on wire 58 or greater are matched only with barrel clusters and all other tracks are matched only with endcap clusters.

The selection criteria applied to the matched tracks are summarized in Table 4.5. The cuts that use only ECAL or TEC information are grouped together. The third category of cuts combines information from more than one subdetector. In some cases, the value of the cut is different for endcap and barrel clusters.

<table>
<thead>
<tr>
<th></th>
<th>$X_0$ (mm)</th>
<th>$B$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>from fit</td>
<td>12.8 ± .8</td>
<td>66 ± 1</td>
</tr>
<tr>
<td>from BGO</td>
<td>11.2</td>
<td>58</td>
</tr>
</tbody>
</table>

Table 4.4: Parameters of shower depth.
### Table 4.5: Cuts used for electron selection.

<table>
<thead>
<tr>
<th>Cut</th>
<th>Barrel</th>
<th>Endcap</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ECAL</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{\text{crystals}}$</td>
<td>$&gt; 5$</td>
<td>$&gt; 5$</td>
</tr>
<tr>
<td>$</td>
<td>\cos \theta</td>
<td>_{\text{cluster}}$</td>
</tr>
<tr>
<td>$E_{9}/E_{25}$</td>
<td>$&gt; .95$</td>
<td>$&gt; .95$</td>
</tr>
<tr>
<td>$E$</td>
<td>$3-30$ GeV</td>
<td>$3-30$ GeV</td>
</tr>
<tr>
<td><strong>TEC</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outer Wire hits/span</td>
<td>$\geq 58$</td>
<td>$&lt; 58$</td>
</tr>
<tr>
<td>DCA</td>
<td>$&gt; 5$ mm</td>
<td>$&lt; 5$ mm</td>
</tr>
<tr>
<td>$\Delta \phi_{\text{grid/cathode}}$</td>
<td>$&gt; 10$ mrad</td>
<td>$&gt; 10$ mrad</td>
</tr>
<tr>
<td>$\Delta \phi_{\text{match}}$</td>
<td>$&lt; 5$ mrad</td>
<td>$&lt; 10$ mrad</td>
</tr>
<tr>
<td>$E/p$</td>
<td>$&lt; 1.5$</td>
<td>$&lt; 2.0$</td>
</tr>
<tr>
<td>$E_{\text{cone}}$</td>
<td>$&lt; 3$ GeV</td>
<td>$&lt; 3$ GeV</td>
</tr>
<tr>
<td>$\Delta \phi_{\text{nearest}}$</td>
<td>$&gt; 10$ mrad</td>
<td>$&gt; 20$ mrad</td>
</tr>
</tbody>
</table>

**ECAL cuts**

Noise in the photodiode and amplification system of the crystal readout can result in false energy signals. The noise is correlated between only a few crystals and a typical electromagnetic shower results in energy deposition in many crystals. A cut on the minimum number of crystals ($N_{\text{crystals}}$) eliminates false clusters formed around noisy crystals.

If a cluster falls too close to the edge of the calorimeter, much of the shower will not be detected. A cut on the polar angle ($|\cos \theta|_{\text{cluster}}$) of the cluster is made to ensure that the shower is contained well within the fiducial volume of the calorimeter.

The ratio $E_{9}/E_{25}$ is a measure of the transverse shape of the electromagnetic shower. It is defined as the ratio of the energy deposited in a $3 \times 3$ array of crystals to the energy in a $5 \times 5$ array centered on the highest energy crystal of the cluster (see Fig. 4.8). From test beam and simulated data it is known that this ratio can be used
to separate electron from pion showers. In multi-hadronic events the power of this method is reduced due to the overlap of showers from nearby particles. Figure 4.9 shows the average $E_9/E_{25}$ for electrons and pions as a function of the angle to the nearest cluster, from Monte Carlo events. When the cluster is relatively isolated, $E_9/E_{25}$ is effective for separating electrons from pions. Conversely, a cut in $E_9/E_{25}$ implies a minimum amount of isolation.

There are many sources of low energy electrons (for example, the cascade decay $\pi \rightarrow \mu \rightarrow e$, the Dalitz decay $\pi^0 \rightarrow e^+e^-\gamma$ and kaon decays), but electrons from $b$ decays can have very high energies due to the large mass and hard fragmentation of the $b$ quark. Thus a minimum energy cut on the ECAL cluster ($E$) eliminates much of the background. The electron energy from $b$ decays is bounded from above, so a maximum energy cut is also imposed. The maximum energy of the electron in the rest frame of the $b$ hadron is about 2.3 GeV (see Section 2.4). The maximum boost occurs when the $b$ hadron receives all of the beam energy, which gives a boost of about 9. The maximum energy of the electron in the lab frame is therefore $\sim 21$ GeV. The
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FIG. 4.9: Average $E_0/E_{25}$ as a function of the angle to the next nearest cluster from simulated events.

cut is chosen at a higher energy to account for detector resolution and the effect of overlapping showers.

TEC cuts

The TEC cuts are employed to select tracks that have been reliably reconstructed and originate in the vicinity of the interaction vertex. The ratio hits/span is the number of TEC wires on the track that had hits divided by the number of wires between the innermost hit and the outermost hit with respect to the center of the detector. Ideally, the ratio is one; however, hits can be lost due to single wire inefficiencies or reconstruction errors in assigning hits to tracks. The majority of tracks have a hits/span ratio of greater than 0.9.

The cut on the distance of closest approach (DCA) to the interaction region elimi-
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initiates tracks that do not come from the neighborhood of the interaction region. The mean decay length of a b hadron at LEP energies is approximately 2 mm. The 5 mm DCA cut, therefore, accepts practically all b decays but rejects cosmic ray tracks, tracks from photon conversions in the beam pipe and other tracks that do not originate from the interaction vertex.

The single wire resolution deteriorates for tracks that pass near the anode or cathode wire plane since the drift field no longer remains uniform in this region [75]. This leads to a significant degradation in the precision of the transverse momentum measurement. These tracks are discarded by making a cut on the angle between the track and the wire plane ($\Delta \phi_{grid/cathode}$).

Other cuts

A major source of background comes from charged tracks that overlap with high energy photons or $\pi^0$'s. Precise track-cluster matching can distinguish between these false candidates and energetic electrons. The quantity $\Delta \phi$, the angle between the point at which the track enters the ECAL and the energy-weighted center of gravity of the ECAL cluster in the R-$\phi$ plane, is corrected for the effect of the finite penetration depth of the electron shower and the BGO crystal tilt. Since the correction is only valid for electron showers, the resolution of $\Delta \phi$ for electrons is improved.

Electrons in the energy range selected for this analysis are highly relativistic. Since most electrons deposit all of their energy in the ECAL, the transverse energy of the cluster ($E_\perp = E \sin \theta_{cluster}$) should be equal to the transverse momentum of the track.
measured by the TEC ($p_\perp$). Making a cut on the ratio $E_\perp/p_\perp$ can eliminate matches of tracks and clusters not resulting from an electron.

The electromagnetic calorimeter is approximately 25 radiation lengths thick, so electromagnetic showers rarely penetrate the entire calorimeter. Because of their higher mass, pions do not radiate as many bremsstrahlung photons in the BGO as do electrons and have a higher probability of reaching the hadron calorimeter. Therefore, the energy in the hadron calorimeter behind the ECAL cluster can indicate if the cluster was due to a hadronic particle. The energy behind the ECAL cluster ($E_{\text{cone}}$) is defined as the energy in the hadron calorimeter in a $7^\circ$ cone behind the cluster.

The energy in the ECAL cluster is not a good estimate of the electron energy when a neighboring shower overlaps it. Overlap from charged tracks is reduced by making a cut on the angular separation in the R-$\phi$ projection ($\Delta\phi_{\text{nearest}}$) of the nearest track extrapolated to the surface of the calorimeter.

Figures 4.10 and 4.11 show the comparison of data with Monte Carlo for the major cuts that select electrons. Each histogram is made by requiring all cuts except the one that is plotted. The data and Monte Carlo are normalized to the total number of events and the signal from the semileptonic decay of the b is indicated in each plot. The barrel and endcap distributions are plotted separately. The cuts on the total cluster energy and the transverse shower shape ($E_9/E_{25}$) are responsible for most of the loss of b decay signal.
FIG. 4.10: Cut variables used to select electrons from matched TEC track and ECAL cluster pairs.
FIG. 4.11: Cut variables used to select electrons from matched TEC track and ECAL cluster pairs (continued).
4.6 Muon Identification

To reach the muon chambers from the interaction vertex, a particle must traverse approximately 6 nuclear absorption lengths and 130 radiation lengths of material. For the most part, only energetic muons can penetrate this much material; however, there is significant background among the tracks detected in the muon chamber from the punch-through of hadronic particles (mostly charged pions and kaons) produced in nuclear interactions at the back end of the hadron calorimeter.

In the data reconstruction process, track segments in each set of muon chambers are combined to form tracks that span all three chambers. A complete fit of this track is made with all of the hits in the various muon chambers. Muon identification begins with a reconstructed MUCH track that is required to have track segments in at least 2 (out of 3) p-chambers and at least 1 (out of 2) z-chamber. Additional constraints are applied to require that the tracks come from the interaction region. All of the cuts are summarized in Table 4.6.

| $N_{p-seg}$ | $N_{z-seg}$ | $R/\sigma_R$ | $|z|/\sigma_z$ | $R$ | $|z|$ | $p$ |
|------------|------------|-------------|--------------|-----|-------|-----|
| $> 1$      | $> 0$      | $< 4$       | $< 4$        | $< 200$ mm | $< 300$ mm | 4-30 GeV |

Table 4.6: Cuts used for muon selection.

The muon tracks are extrapolated back to the center of the detector, and the transverse (longitudinal) point of closest approach to the interaction vertex, $R \pm \sigma_R$
(z ± σz), is determined from the track parameterization. These distances must be less than four standard deviations from zero and have absolute maximum limits. Because there can be appreciable multiple scattering of the muon as it makes its way through the inner detector, the vertex requirements are less stringent than for TEC tracks.

The dominant sources of low energy muons are from the weak decays of π, K and D mesons. There are more sources of low energy muons with higher branching ratios than sources of low energy electrons. To reduce this larger background, a higher minimum momentum cut is required for muons compared to the minimum energy required for electrons. The momentum of muons from the semileptonic decay of the b hadrons has an upper bound for the same reason as given in the previous section for electrons, and therefore a maximum momentum cut is also imposed.

The comparison of data with Monte Carlo for each cut variable is displayed in Figs. 4.12 and 4.13. In each histogram all cuts were applied except the one that is plotted. The plots are normalized to the total number of events. The simulation of the z-chamber efficiency does not match well with the data distribution. The main difference lies in dividing the sample between 1 and 2 z-segments. Since the selection requires at least one chamber, the total efficiency does not differ much between data and Monte Carlo. The good agreement for the measured momentum, which includes the z-chamber information, confirms the adequacy of the z-chamber simulation.
FIG. 4.12: Cut variables used to select muons.
FIG. 4.13: Cut variables used to select muons (continued).
Chapter 5

Analysis

5.1 Introduction

In order to measure $A_{bb}$, a data sample containing $b\bar{b}$ quarks must be selected, the production axis of the primary quark pair must be determined, and the hemisphere that contained the $b$ (or $\bar{b}$) quark must be identified. The semileptonic decay of the $b$ quark provides a method for both identifying $b\bar{b}$ events and determining the sign of the charge of the quark that decayed. The observed asymmetry using lepton tagging, $A_{bb}^{obs}$, must then be corrected for $B^0\bar{B}^0$ mixing. The mixing parameter, $\chi$, can be measured from events in which both $b$ quarks are tagged by a lepton.

Since there are many sources of leptons in hadronic events, lepton identification alone is not sufficient for extracting $A_{bb}^{obs}$ and $\chi$. The transverse momentum of the lepton with respect to the nearest jet ($p_T$), however, can be exploited to distinguish semileptonic $b$ decays from background. Additional information provided by the
5.1 Introduction

Energy of the jet nearest to the lepton \( (E_{\text{jet}}) \) can further enhance the \( b \) selection efficiency.

Implicit in the lepton tagging scheme is the requirement that the detector accurately determine the charge of the lepton. The probability that the lepton charge is measured incorrectly, which is referred to as charge confusion, must be determined from the data and included in the calculation of \( A_{b\ell} \).

The following sections describe the experimental observables used in the asymmetry and mixing measurements and the calculation of the charge confusion probability.

5.1.1 Thrust Axis

At center-of-mass energies around the \( Z \) resonance there is a large amount of kinetic energy in the final state even after the primary quark pair has hadronized. This results in highly collimated jets of hadrons that on average approximate the direction of the leading quark pair. The experimental determination of this direction is based on the thrust axis, which is defined as the unit vector \( \hat{n} \) that maximizes the thrust

\[
T = \max \left[ \sum_i \left| \vec{P}_i \cdot \hat{n} \right| \frac{\sum_i |\vec{P}_i|}{\sum_i |\vec{P}_i|} \right],
\]

where the sum runs over the momentum vector of all of the clusters in the detector. This axis is well defined even in events with more than two jets. For example, gluon bremsstrahlung from one of the primary quarks can result in hadronic events with 3 or more jets. The Feynman diagram for this process and a schematic drawing of
the experimentally observed topology of such an event is depicted in Fig. 5.1. From $b\bar{b}$ events generated with JETSET 7.3 (which includes gluon radiation), one can see in Fig. 5.2 that the thrust axis agrees with the original quark axis to within a few degrees. The polar angle of this axis with respect to the beam line $\theta_{thrust}$ is used in the determination of $A_{bb}^{obs}$.

### 5.1.2 Transverse Momentum: $p_T$

It was described in Section 2.4 that the transverse momentum of the lepton with respect to the parent hadron direction can be used to identify prompt $b$ decay events.
FIG. 5.2: Angle between the thrust axis and the production axis of the b quark in $b\bar{b}$ events generated with JETSET 7.3 in which at least one of the b quarks decayed semileptonically.

Since the decay is not completely reconstructed, the precise direction of the parent b hadron is not experimentally determined. However, the axis of the jet closest to the selected lepton is a good approximation of the b hadron direction. The jet axis is determined experimentally by adding the momentum vectors of the jet constituents. The direction of the resultant vector is the axis of the jet.

Figure 5.3 compares the direction of the b hadron to both the axis of the nearest jet and the thrust axis in simulated $b\bar{b}$ events in which at least one b quark decayed semileptonically. In multijet events ($N_{\text{jet}} > 2$), the jet axis is significantly better than the thrust axis in indicating the b hadron direction. Because of gluon radiation (see Fig. 5.1), the b hadron direction may deviate significantly from the thrust axis.

The $p_T$ used in this analysis is calculated using the axis of the nearest jet after
FIG. 5.3: Angle between the b hadron and either the thrust axis or the axis of the jet closest to the lepton from JETSET 7.3 generated $b\bar{b}$ pairs that decay semileptonically.
the lepton has been removed from the jet. Since the fragmentation for b quarks is hard, the non-b hadrons in the jet do not acquire much of the available kinetic energy. The fragmentation for lighter quarks is much softer, so more of the kinetic energy is carried by the nonprimary hadrons. Since the b hadron carries a greater fraction of the momentum of a jet, the decay products of the b hadron will, on average, have greater momentum than the other particles in the jet. Subtracting the lepton from the jet exploits this difference in average momenta and enhances the selection power of $p_T$. To illustrate this, Fig. 5.4 shows a comparison of the two methods of calculating $p_T$ for the decay of a b quark with either hard ($\epsilon_b = 0.01$) or soft ($\epsilon_b = 1.00$) Peterson fragmentation. Without lepton subtraction, the $p_T$ distribution for hard and soft
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fragmentation is identical; however, with lepton subtraction, the hard fragmentation
results in higher values of $p_T$.

5.1.3 Charge Confusion

The sign of the lepton charge must be accurately measured to determine the side
of the event that contained the $b$ or $\bar{b}$ quark. For muons, the charge is determined
from the curvature of the track found in the muon chambers. The electron charge is
determined from the curvature of the track in the TEC that was matched with the
ECAL cluster.

The momentum resolution of the muon chambers is 3% at 45GeV [30]. Such high
resolution results in only a small amount of charge confusion. Since the sum of the
charges in a $Z$ decay must be zero, the amount of muon charge confusion can be
estimated by counting the number of like-sign muons in $Z \rightarrow \mu^+\mu^-$ events. From an
analysis of muon pairs in the data, the probability for measuring the wrong muon
charge was determined to be $0.2 \pm 0.2\%$ [76].

The lever arm (0.317 m) for the curvature measurement of tracks in the TEC is
much less than that for measurement in the muon chambers ($\sim 3$ m), which results in
reduced momentum resolution and greater charge confusion for tracks in the central
drift chamber.

The amount of charge confusion in the TEC can be directly measured over a broad
range of transverse momenta by examining $Z$ decays to a pair of tau leptons. The
branching ratio for a tau lepton to decay to a muon and two neutrinos is 17.6%. The
probability that at least one tau in a $Z \rightarrow \tau^+ \tau^-$ event decays to a muon is therefore
32.1%. Since the muon must share the initial momentum of the tau lepton with the
two neutrinos in the decay, the momentum spectrum of the muon extends from zero
up to the beam energy. The experimental signature for these tau decays is extremely
clean: one hemisphere of the event contains exactly one track in the central drift
chamber and one track in the muon chambers. Using the precision muon chambers
to define the transverse momentum and charge of the muon, the charge confusion in
the TEC is simply the fraction of events in which the TEC charge disagrees with the
muon chamber charge.

The angular coverage of the muon chambers includes all tracks that intersect with
the barrel portion of the ECAL. However, the endcap ECAL region being well outside
this volume, the technique of using muons tracked by the muon chambers to determine
the charge confusion does not work for tracks in the forward region. For tracks in
this region an alternative method based on the sum of the charges of all tracks in
a tau pair event can be used. A tau lepton decays 86% of the time into a single
charged particle, a tau neutrino and zero or more neutral hadrons ("1-prong" decay).
Thus, 74% of all tau pair events are 1-prong/1-prong. The sum of the charges of the
two tracks in such events must be zero due to charge conservation, so the fraction of
detected like-sign tau pairs is a measure of the charge confusion in the TEC.

Tau pairs were selected in the barrel region of the detector ($\cos \theta < 0.7$) by making
the following cuts:

1. The total energy in the ECAL must be between 2 and 60GeV.
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2. The number of clusters in the ECAL must be less than 13.

3. The number of tracks in the TEC must be less than 9.

4. There must be at least one scintillator counter hit within 3 ns of the beam crossing.

5. The event can contain only two or three jets, each with energy greater than 3 GeV.

6. The angle between the two most energetic jets must be at least 166°.

7. The event can contain only one muon and the muon momentum must be less than 0.88 $E_{beam}$.

8. The event is rejected if it contains an ECAL cluster with energy 0.88 $E_{beam}$ and a shower profile that is consistent with an electron.

These cuts were derived from the analysis used to measure the $Z \rightarrow \tau^+ \tau^-$ cross-section in the barrel region of the detector [72], and they can be extended to include the endcap region by making the following modifications:

1. The scintillator cut is not required for $\cos \theta > 0.8$.

2. The total energy in the ECAL must be greater than 6 GeV.

3. Events with $\cos \theta > 0.97$ are rejected.

4. Events with the thrust axis in the gap region of the BGO ($\cos \theta = 0.7-0.8$) are rejected if the ratio of front energy to total energy in the HCAL in this region is greater than 80%.

In a large fraction of tau events in the forward region, the hadronic showers are completely contained within the hadron calorimeter endcaps and no scintillators fire. The scintillator cut is therefore relaxed in the endcap region.

Since the fiducial volume of the muon chambers only extends to $\cos \theta = 0.8$, muon pairs cannot be rejected for the endcap region by detecting tracks in the muon chambers. Muons do not deposit much of their energy in the BGO, so increasing
5.1 Introduction

The cut on the minimum energy in the calorimeter eliminates much of the muon pair background.

The identification of energetic clusters in the ECAL consistent with electron showers is used to reject Bhabha events; however, there is a gap in the ECAL coverage in polar angles between $44^\circ$ and $36^\circ$. Tracks in this region go directly into the hadron calorimeter. The front segment of the HCAL is approximately 22 radiation lengths and 0.8 nuclear absorption lengths thick. Electrons deposit nearly all of their energy in this region, while hadrons penetrate much further into the HCAL. The cut on the ratio of front over total energy eliminates electromagnetic showers and therefore rejects Bhabhas.

From the 1991 data sample, 10498 events satisfied the tau selection cuts listed above. The angular distribution of the thrust axis in the data and Monte Carlo is displayed in Fig. 5.5. The data and Monte Carlo are normalized to the number of events in the barrel region of the detector ($\cos \theta < 0.7$). Muon pair and Bhabha events are suppressed but cannot be completely eliminated in the endcap region.

Charge Confusion in the Barrel Region

The muon selection cuts from Chapter 4 were applied to the selected sample of tau events with the additional requirements that the muon track be reconstructed in all three $p$-segment chambers and that there be a single track in the TEC chamber in the same hemisphere as the muon. The TEC track was required to satisfy the quality cuts used in the electron identification selection. The transverse momentum distribution
of the 973 muons that satisfy these cuts is displayed in Fig. 5.6. The fraction of these muons in which the charge determined by the TEC disagreed with the charge determined by the MUCH is a direct measure of the TEC charge confusion. Binning the data in terms of the $p_\perp$, the transverse momentum measured by the MUCH, the charge confusion in the TEC is shown in Fig. 5.7. Fitting a second order polynomial to the data results in a parameterization of the charge confusion of the following form

$$f = a + b p_\perp + c p_\perp^2,$$

where

$$a = 0.0129 \pm 0.0120,$$
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FIG. 5.6: Comparison of data and Monte Carlo distributions of the transverse momentum of muons with matching TEC tracks from selected tau events.

FIG. 5.7: Charge confusion in the TEC for tracks in the barrel region from muon tracks matched with TEC tracks in selected tau events.
Charge Confusion in the Endcap Region

In addition to the tau selection cuts detailed above, 1-prong/1-prong tau decays were selected by requiring that there be two and only two tracks in the TEC and that both tracks satisfy the quality criteria used in the electron identification. The thrust axis distribution for the 3364 events that passed these cuts is displayed in Fig. 5.8. The Monte Carlo is normalized to the data in the barrel region ($\cos \theta < 0.7$) so that the relative efficiency of the barrel and endcap regions can be compared.

Agreement between the data and Monte Carlo in the endcap region is question-
able. There is a slight excess of data events in the gap between the ECAL barrel and endcap ($0.7 < \cos \theta < 0.8$). Whether this can be attributed to a genuine error in the simulation or to a legitimate unsimulated inefficiency in the data is not clear. However, tracks in this region do not enter the endcap, so their effect on the measurement of the charge confusion for tracks that do enter the endcap is small.

The tracking efficiency in the far forward region is worse than what is indicated by the Monte Carlo. There are fewer data than Monte Carlo events in the last bin in $\cos \theta$ in Fig. 5.8, which is not the case in Fig. 5.5 in which there were no significant tracking requirements. Since the Monte Carlo events are not used in the charge confusion measurement, this difference in efficiency poses no serious problem.

The Monte Carlo events indicate that background from muon and electron pairs is highly suppressed but cannot be completely eliminated. Since the sum of the charges for these events should also be zero, they contribute to the number of like-sign events in the same way as do the 1-prong/1-prong tau events.

The fraction of like-sign events as a function of the thrust angle is plotted in Fig. 5.9. There is significantly more charge confusion in the data than in the Monte Carlo and the charge confusion increases dramatically for tracks in the forward region. Since the precision with which the curvature, and thereby the charge, of a given track can be measured depends on the transverse track length, tracks in the forward region, which exit through the end flange without traversing much of the central drift chamber, are not well measured.
The probability of obtaining a like-sign event is

\[ P_{12} = p_1(1 - p_2) + p_2(1 - p_1), \quad (5.1) \]

where \( p_1 \) and \( p_2 \) are the probabilities for incorrectly measuring the charge of each track. Since the charge confusion is expected to vary as a function of the transverse track length, the data were binned in terms of the outer wire number (\( N_{\text{out}} \)) of each track. A three parameter chi-square fit to the fraction of like-sign events in the data was performed using Eq. (5.1), where the three parameters corresponded to the charge confusion for tracks with \( N_{\text{out}} \leq 20 \), \( 20 < N_{\text{out}} < 40 \), and \( N_{\text{out}} \geq 40 \). The data distribution for the outer wire number of the two tracks with the choice of binning is displayed in Fig. 5.10. The fraction of like-sign events in each bin is given in
FIG. 5.10: Scatter plot of the outer wire number of the two tracks in 1-prong/1-prong selected tau events. The grid indicates the choice of binning used in the fit.

Table 5.1. Since the probability is symmetric, \( P_{ij} = P_{ji} \), the off-diagonal bins were grouped together. The result of the chi-square fit is listed in Table 5.2. As expected,

Table 5.1: Fraction of like-sign events binned in the outer wire number of the two tracks.

<table>
<thead>
<tr>
<th>( N_{\text{out}} )</th>
<th>( \leq 20 )</th>
<th>( 20 - 40 )</th>
<th>( \geq 40 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \geq 40 )</td>
<td>0.1980 ± 0.0008</td>
<td>0.2066 ± 0.0014</td>
<td>0.2000 ± 0.0160</td>
</tr>
<tr>
<td>20 - 40</td>
<td>0.3869 ± 0.0008</td>
<td>0.4737 ± 0.0026</td>
<td>0.5000 ± 0.0025</td>
</tr>
<tr>
<td>( \leq 20 )</td>
<td>0.5000 ± 0.0025</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the charge confusion increases for low values of \( N_{\text{out}} \).
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Measured in this way, the charge confusion is averaged over the transverse momentum of all of the tracks in the bin. It was seen in the barrel region (see Fig. 5.7) that the charge confusion increases with higher transverse momentum. The momentum of a track that was incorrectly reconstructed is not correlated with the true momentum, and unlike the barrel case, in the endcaps region there is no external measurement of the momentum to use as a reference. Furthermore, it is impossible in a given like-sign event to determine which track was incorrectly reconstructed. Thus the charge confusion in the endcap region measured from 1-prong/1-prong tau events cannot be parameterized in terms of the true transverse momentum. This poses a severe limitation on determining the charge confusion for inclusive electrons in hadronic events, since the momentum spectrum of such events is significantly different from that of tau events.
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5.2.1 Introduction

Three different methods for determining $A_{b\bar{b}}$ were performed: counting, acceptance, and likelihood. The counting method measures the asymmetry by counting the number of events in the forward and backward region. The statistical error on this method can be simply parameterized and used to estimate the statistical significance of various subsets of the data sample. In particular, the significance of including the sample of events tagged by an electron in the BGO endcaps can be investigated this way.

The acceptance method uses the Monte Carlo to calculate the acceptance of the detector which is applied to the data to produce the corrected angular distribution from which the asymmetry can be measured directly. This method is superior to the counting method because it uses more detailed angular information; however, it still relies heavily on the simulation of the detector acceptance.

The most flexible method that is least sensitive to the detector acceptance is the likelihood method. A probability, which is a function of $A_{b\bar{b}}$, is assigned to each event. Maximizing the product of the probabilities for all events determines the preferred value of the asymmetry. This method is extremely versatile because many characteristics of the event, for example the thrust axis direction and the lepton momentum, can be included in the calculation of the event probability.

The first two methods treat each data event with the same statistical weight, so it is important to eliminate as much background from the sample as possible. For
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this reason, a $p_T$ cut is imposed in those methods. This eliminates some of the signal and reduces the statistical precision of the measurement. In contrast, the likelihood method gives higher weights to events that are likely to be prompt $b$ decays. In this way, the full data sample is used but the diluting effect of the background is suppressed.

Applying the selection criteria described in Chapter 4 to the data collected in 1991 results in the number of events listed in Table 5.3. In events that had multiple lepton candidates the one with the highest $p_T$ was chosen.

Table 5.3: The 1991 data sample selecting at most one lepton per event.

<table>
<thead>
<tr>
<th>lepton</th>
<th>no $p_T$ cut</th>
<th>$p_T &gt; 1$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>e barrel</td>
<td>4118</td>
<td>3175</td>
</tr>
<tr>
<td>e endcap</td>
<td>784</td>
<td>549</td>
</tr>
<tr>
<td>$\mu$</td>
<td>15499</td>
<td>6657</td>
</tr>
<tr>
<td>Total</td>
<td>20401</td>
<td>10381</td>
</tr>
</tbody>
</table>

lepton candidates the one with the highest $p_T$ was chosen.

Table 5.4 lists the Monte Carlo prediction for the composition of the data sample broken down into separate event categories. The third column lists the asymmetry of the event category as tagged by the emitted lepton ($A_{\text{tag}}$). Note that category 4, the cascade decay $b\rightarrow c\rightarrow \ell^+$, has a tagged asymmetry exactly opposite to $A_{b\bar{b}}$, which tends to decrease the overall observed asymmetry.

Category 5 consists of charged tracks that come from the decay of $b$ hadrons other than the decays listed in categories one through four. The charge of the track is correlated with the $b$ quark charge for some of these events. For example, pions or kaons from the direct decay of the virtual $W$ boson emitted by the $b$ quark carry the same charge information as does the lepton in the semileptonic decay. If the
Table 5.4: Monte Carlo prediction for the composition of the single lepton sample in percent (%). The abbreviations bar. and end. stand for barrel and endcap respectively. The event categories include the charge conjugate of the listed process. Also, X represents charged tracks that were misidentified as leptons and leptons from the decay of light hadrons.

<table>
<thead>
<tr>
<th>k</th>
<th>( A_{\text{tag}} )</th>
<th>Category</th>
<th>( \text{no } p_T \text{ cut} )</th>
<th>( p_T &gt; 1 \text{ GeV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( A_{b\bar{b}} )</td>
<td>( b \rightarrow \ell^- )</td>
<td>67.97  59.53  37.18</td>
<td>78.10  73.63  70.93</td>
</tr>
<tr>
<td>2</td>
<td>( A_{b\bar{b}} )</td>
<td>( b \rightarrow \tau^- \rightarrow \ell^- )</td>
<td>2.10  2.27  1.67</td>
<td>1.62  2.32  1.63</td>
</tr>
<tr>
<td>3</td>
<td>( A_{b\bar{b}} )</td>
<td>( b \rightarrow \bar{\ell} \rightarrow \ell^- )</td>
<td>0.62  0.86  1.53</td>
<td>0.34  0.50  0.73</td>
</tr>
<tr>
<td>4</td>
<td>( -A_{b\bar{b}} )</td>
<td>( b \rightarrow c \rightarrow \ell^+ )</td>
<td>6.08  8.17  12.09</td>
<td>4.28  4.92  7.57</td>
</tr>
<tr>
<td>5</td>
<td>( \eta A_{b\bar{b}} )</td>
<td>( b \rightarrow X )</td>
<td>4.73  6.26  4.41</td>
<td>3.98  4.53  2.92</td>
</tr>
<tr>
<td>6</td>
<td>( -A_{c\bar{c}} )</td>
<td>( c \rightarrow \ell^+ )</td>
<td>3.43  3.67  16.27</td>
<td>2.06  2.03  6.07</td>
</tr>
<tr>
<td>7</td>
<td>( A_{\text{back}} )</td>
<td>background</td>
<td>15.08  19.24  26.85</td>
<td>9.62  12.07  10.13</td>
</tr>
</tbody>
</table>

Pion or kaon is misidentified as a lepton, these events contribute to the observed asymmetry. The tagged asymmetry of this category is proportional to \( A_{b\bar{b}} \), where \( \eta \) is the constant of proportionality, and can be determined from the fraction of events that are correlated with the \( b \) quark charge.

The tagged asymmetry from \( c\bar{c} \) events is opposite in sign to the \( b\bar{b} \) asymmetry and represents a significant background in the muon tagged sample. On the \( Z \) peak, the \( b \) and \( c \) asymmetries are related through Eq. (2.2),

\[
\frac{A_{c\bar{c}}}{A_{b\bar{b}}} = \left( \frac{v_b a_b}{v_{c\bar{c}} + a_c^2} \right) \left( \frac{v_c^2 + a_c^2}{v_c a_c} \right),
\]

which is only weakly dependent on \( \sin^2 \theta_W \) and is approximately \( 0.70 \pm 0.05 \) in the Standard Model. Therefore, in this analysis \( A_{c\bar{c}} \) was fixed to \( 0.7 \times A_{b\bar{b}} \).

The background category consists of leptons from nonheavy quark decay and charged tracks that have been misidentified as leptons. From Monte Carlo studies,
the asymmetry for these events is found to be consistent with zero.

Figure 5.11 shows the $p_T$ distributions for electrons and muons. There is much less background at low $p_T$ values in the electron sample than in the muon sample. The shower shape requirement in the electron selection results in a minimum amount of isolation of the electron cluster in the ECAL, which translates into an implied $p_T$ cut. Much of the background in both lepton samples can be removed by making a $p_T$ cut at around 1 GeV; however, a significant number of signal events will be lost.
5.2.2 The Counting Method

The counting method is conceptually the simplest way of determining $A_{b5}$. For a given data sample, the observed asymmetry $A_{\text{obs}}$ is

$$A_{\text{obs}} = \frac{N_F - N_B}{N_F + N_B},$$

where $N_F$ and $N_B$ are the number of events in the forward and backward regions respectively. In terms of the experimental observables, forward is defined as $x \geq 0$ and backward as $x < 0$ where

$$x = \cos \theta = -Q_\ell \cos \theta_{\text{thrust}},$$

$Q_\ell$ being the lepton charge and $\theta_{\text{thrust}}$ the angle between the thrust axis and the electron beam. The thrust axis direction is chosen to be on the same side of the event as the lepton.

The total observed asymmetry is the weighted sum of the observed asymmetries of the various event categories ($A_{\text{obs}}^k$)

$$A_{\text{obs}} = \sum_k A_{\text{obs}}^k F_k,$$

where $F_k$ is the fraction of events of type $k$ in the sample. The asymmetry of each category is the result of convoluting the angular distribution with the acceptance. If the acceptance is symmetric with respect to $\cos \theta$, then $A_{\text{obs}}^k$ is proportional to the
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The full asymmetry $A_k^{\text{obs}} = c_k A_k$, where the constant of proportionality $c_k$ is independent of the asymmetry. The derivation of this relation and a formula for $c_k$ is given in the Appendix, Section A.1.

In addition, errors in the measurement of the charge of the lepton reduces the observed asymmetry by $(1 - 2\epsilon)$, where $\epsilon$ is the probability of determining the wrong charge.

In terms of the categories in Table 5.4, the observed asymmetry is

$$
\frac{A^{\text{obs}}}{1 - 2\epsilon} = (c_1 F_1 + c_2 F_2 + c_3 F_3 - c_4 F_4 + \eta c_5 F_5) A_{b\bar{b}}^{\text{obs}} - c_6 F_6 A_{c\bar{c}} + A_{\text{back}} F_7,
$$

where $A_{b\bar{b}}^{\text{obs}} = (1 - 2\chi) A_{b\bar{b}}$. Since the input $b$ and $c$ quark asymmetries are known ($A_{b\bar{b}}^{mc}$, $A_{c\bar{c}}^{mc}$), the Monte Carlo can be used to determine the coefficients $c_k$, the fractions $F_k$ and the background asymmetry $A_{\text{back}}$. The observed asymmetry can then be written as

$$
\frac{A^{\text{obs}}}{1 - 2\epsilon} = C_{b\bar{b}} A_{b\bar{b}}^{\text{obs}} + C_{c\bar{c}} A_{c\bar{c}}^{\text{obs}} + A_{\text{back}} F_7,
$$

where the constants determined from the Monte Carlo for $b\bar{b}$ and $c\bar{c}$ events have been grouped together into $C_{b\bar{b}}$ and $C_{c\bar{c}}$.

Since the amount of charge confusion in the endcap region is much greater than that in the barrel, endcap electron events will be treated separately.
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Asymmetry in the Barrel Region

For leptons in the barrel region of the detector, $A_{bb}^{obs}$ was extracted from the observed asymmetry of the data with a $p_T$ cut of 1.0 GeV. The results are listed in Table 5.5.

Table 5.5: The $b\bar{b}$ asymmetry from the counting method combining the muon and barrel electron samples with $p_T > 1$ GeV.

<table>
<thead>
<tr>
<th>lepton</th>
<th>$A_{bb}^{obs}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.057 ± 0.020</td>
</tr>
<tr>
<td>$e$</td>
<td>0.086 ± 0.031</td>
</tr>
<tr>
<td>Total</td>
<td>0.066 ± 0.017</td>
</tr>
</tbody>
</table>

The charge confusion for the electron sample was determined to be $1.3 \pm 1.0\%$ by applying the parameterization from Section 5.1.3 determined from tau events to the transverse energy distribution of the electron sample in the data. Since the bulk of the distribution is below 10 GeV, the charge confusion for the electron sample is small.

As can be seen in Fig. 5.11, a cut on the $p_T$ of the lepton increases the purity of the event sample. This results in two competing effects: a reduction of statistics and an enhancement of the observed asymmetry. Since the asymmetry of the major backgrounds is negative or nearly zero, reducing the background will increase the observed asymmetry. The location of the $p_T$ cut was determined by modeling the asymmetry error to find a balance between the loss of events and the enhancement of the observed asymmetry.
The fractional error on the observed asymmetry is

\[ \frac{\delta A_{\text{obs}}^{\text{obs}}}{A_{\text{obs}}^{\text{obs}}} = \sqrt{\frac{(1/A_{\text{obs}}^{\text{obs}})^2 - 1}{N}}, \]

where \( N \) is the total number of selected events. In terms of the purity \( p \) and efficiency \( e \) of selecting prompt \( b \) decays in the sample, the observed asymmetry is

\[ A_{\text{obs}}^{\text{obs}} \approx C p A_{bb}^{\text{obs}}, \]

where \( C \) is a constant factor that accounts for acceptance and charge confusion. The Monte Carlo predicts that \( C \) is 0.75 for electrons and 0.89 for muons. The number of selected events is

\[ N = \frac{e}{p} N_{qq} \text{Br}(b \rightarrow \ell) \text{Br}(Z \rightarrow bb), \]

where \( N_{qq} \) is the number of selected \( qq \) events, \( \text{Br}(Z \rightarrow bb) \) is the \( Z \rightarrow bb \) branching ratio, and \( \text{Br}(b \rightarrow \ell) \) is the \( b \) semileptonic branching ratio.

Using the Monte Carlo to estimate the purity and efficiency, the fractional error \( \delta A_{\text{obs}}^{\text{obs}}/A_{\text{obs}}^{\text{obs}} \) calculated using the equations listed above is plotted in Figure 5.12. The values used in the plot are \( A_{bb}^{\text{obs}} = 0.9, \text{Br}(b \rightarrow \ell) = 0.117, \text{Br}(Z \rightarrow bb) = 0.152, \) and \( N_{qq} = 297300 \). The shape of the distribution is insensitive to \( A_{bb}^{\text{obs}} \) and \( C \), as well as to \( \text{Br}(b \rightarrow \ell), \text{Br}(Z \rightarrow bb) \), and \( N_{qq} \). Changing any of these parameters will change the overall scale but does not change the location of the minimum.

For both electrons and muons the minimum fractional error occurs at a \( p_T \) cut
of around 1.0 GeV. Since the selection efficiency for muons is greater than that for electrons, the muon error is smaller. For electrons, the purity does not improve much until the $p_T$ cut is greater than 1.0 GeV; however, the improvement is offset by a large loss of events.

Systematics

Table 5.6 lists the contributions to the systematic error in the measurement of $A_{bb}^{\text{obs}}$ using the counting method. Each contribution is varied by its stated error and the observed change in the asymmetry $\Delta A_{bb}^{\text{obs}}$ is recorded in the table.

The first class of contributions affects the relative fraction of b and c decays in the data sample. The $b\bar{b}$ and $c\bar{c}$ partial widths, which determine the total number of heavy quark events produced from $Z$ decay, were derived from the Standard Model
Table 5.6: Systematic errors in the counting method.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>value</th>
<th>variation(±)</th>
<th>$\Delta A_{bb}^{\text{obs}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{bb}$ (MeV)</td>
<td>378.0</td>
<td>2.5</td>
<td>0.0002</td>
</tr>
<tr>
<td>$\Gamma_{cc}$ (MeV)</td>
<td>313.4</td>
<td>5.2</td>
<td>0.0002</td>
</tr>
<tr>
<td>$\text{Br}(b\to\ell)$</td>
<td>0.117</td>
<td>0.006</td>
<td>0.0008</td>
</tr>
<tr>
<td>$\text{Br}(c\to\ell)$</td>
<td>0.096</td>
<td>0.006</td>
<td>0.0002</td>
</tr>
<tr>
<td>$\epsilon_b(x_E)$</td>
<td>0.05</td>
<td>0.01</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>$\epsilon_c(x_E)$</td>
<td>0.50</td>
<td>0.10</td>
<td>0.0001</td>
</tr>
<tr>
<td>$e$ charge confusion</td>
<td>0.013</td>
<td>0.010</td>
<td>0.0003</td>
</tr>
<tr>
<td>$\mu$ charge confusion</td>
<td>0.002</td>
<td>0.002</td>
<td>0.0002</td>
</tr>
<tr>
<td>$A_{cc}/A_{bb}$</td>
<td>0.7</td>
<td>0.3</td>
<td>0.0007</td>
</tr>
<tr>
<td>$p_T$ cut (GeV)</td>
<td>1.00</td>
<td>0.25</td>
<td>0.0141</td>
</tr>
<tr>
<td>MC statistics</td>
<td></td>
<td></td>
<td>0.0075</td>
</tr>
<tr>
<td>Total (quadrature)</td>
<td></td>
<td></td>
<td>0.0160</td>
</tr>
</tbody>
</table>

using the Z mass measured by L3, $m_H = 100$ GeV and $m_t = 150$ GeV. The errors on the partial width are determined by the error on the Z mass and the variation of the top quark mass in the range 90-250 GeV and the Higgs mass in the range 50-1000 GeV. Since the heavy quarks are tagged through their semileptonic decay, the branching ratios $\text{Br}(b\to\ell)$ and $\text{Br}(c\to\ell)$ determine the fraction of events that can be detected. The value for $\text{Br}(c\to\ell)$ is an average from measurements taken at PEP and PETRA [77] and the value for $\text{Br}(b\to\ell)$ is an average as discussed in Section 2.4.

Variation of the heavy quark fragmentation parameters $\epsilon_b(x_E)$ and $\epsilon_c(x_E)$ alter the momentum spectrum of the emitted lepton. Since the momentum spectrum only enters through the $p$ and $p_T$ cut in the counting method, the effect from altering the fragmentation is small.

The error attributed to Monte Carlo statistics was calculated analytically from Eq. (5.2) using the corresponding errors for the constants determined from the finite
sample of Monte Carlo events. The largest single error results from varying the location of the $p_T$ cut.

### 5.2.3 Endcap Electrons

The BGO endcaps contribute to the measurement of $A_{bb}^{\text{obs}}$ in two ways:

1. by increasing the acceptance for $b$ events tagged with an electron, and
2. by sampling the region of the angular distribution that has a large asymmetry.

To clarify the second point, consider a perfect detector and a 100% pure sample of events that have asymmetry $A$. The differential cross-section is

\[ \frac{d\sigma}{d\cos\theta} = \frac{3}{8}(1 + x^2) + Ax, \]

so counting events with $|x| < 0.77$ results in an observed asymmetry $0.86 \times A$, whereas counting events with $|x| > 0.77$ results in $1.32 \times A$. The angle $\cos\theta = 0.77$ roughly corresponds to the division between the endcap and barrel portion of the BGO calorimeter.

Using the formula for the fractional error in the observed asymmetry, the expected improvement by adding endcap electron events can be estimated in the following way. The total observed asymmetry is the sum of the asymmetry in the barrel ($A_{\text{bar}}$) and endcap ($A_{\text{end}}$) regions weighted by the fraction of events in each region ($F_{\text{bar}}$, $F_{\text{end}}$)

\[ A_{\text{obs}} = A_{\text{bar}}F_{\text{bar}} + A_{\text{end}}F_{\text{end}}, \]
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where the barrel region includes both the electron and muon sample. The ratio of the fractional error with and without endcap events is

\[ R = \frac{\Delta A^{\text{obs}}}{A^{\text{obs}}} / \frac{\Delta A^{\text{bar}}}{A^{\text{bar}}} = \sqrt{\frac{(1/A^{\text{obs}})^2 - 1}{(1/A^{\text{bar}})^2 - 1}}F_{\text{bar}}. ]

For asymmetries less than about 0.7, the ratio is closely approximated by

\[ R \approx \frac{A_{\text{bar}}}{A^{\text{obs}}} \sqrt{F_{\text{bar}}}. \]  (5.3)

As can be seen from Table 5.3, the endcap electrons with a \( p_T \) cut at 1 GeV increase the electron sample by 15%, which represents an increase of 5% in the total lepton selection. According to Eq. (5.3) this translates into an improvement in the fractional error by less than 3%. To estimate the improvement from the increased observed asymmetry in the endcap, the selection efficiency and charge confusion in the data must be compared to the Monte Carlo.

The polar angle (\( \cos \theta_e \)) distribution for selected electrons is shown in Fig. 5.13. The data and Monte Carlo are normalized to the number of events in the barrel region. The gap between the barrel and endcap is clearly visible and appears slightly larger than the actual gap because the electron selection does not allow the ECAL cluster to fall too close to the edge of the calorimeter. In order to use the Monte Carlo to calculate \( A^{\text{obs}}_{\text{bb}} \) in the endcap region, the Monte Carlo events are binned in \( \cos \theta_e \) and reweighted to reflect the lower selection efficiency seen in the data.
The amount of charge confusion in the endcap sample was estimated using the results of the 1-prong/1-prong tau analysis. The data were binned in terms of the outer wire number of the electron track and the average amount of charge confusion was determined to be 25.1 ± 2.0%. This estimate, however, does not account for the difference between the transverse momentum distribution of the tracks in the electron sample and the tau sample used to parameterize the charge confusion (see Fig. 5.14). The momenta of the tracks in the tau sample are significantly higher than that of the endcap electrons and since the charge confusion increases with the transverse momentum, the endcap electron charge confusion is most likely overestimated. It was seen in the tau sample that the charge confusion was significantly worse in the data than in the Monte Carlo, so a lower bound on the electron charge confusion can
be determined from simulated data. The charge confusion predicted by the Monte Carlo for endcap electrons is $8.4 \pm 0.5\%$. The true amount of charge confusion lies somewhere between these two extremes, so taking the average of these two values, the charge confusion is $18 \pm 10\%$, where the error is chosen to cover the upper and lower extremes.

Using the value of the $b\bar{b}$ asymmetry measured in the barrel region (see Table 5.5), $A_{bb}^{obs} = 0.066$, and the charge confusion from above, then the Monte Carlo predicts that the observed asymmetry in the barrel region is $A_{bar} = 0.044$ and, in the endcap region, $A_{end} = 0.055$. This would reduce the fractional error of the observed asymmetry by less than 2\%. Therefore, the total improvement by including endcap electron events is expected to be less than 5\%.
Turning to the real data, the observed asymmetry from endcap electron events with a $p_T$ cut of 1 GeV is $0.013 \pm 0.044$, which results in $A_{bb}^{obs} = 0.018 \pm 0.066$. The error on $A_{bb}^{obs}$ increased because of the charge confusion correction factor $(1 - 2\epsilon)$, which is 0.62 in this case. The observed asymmetry is within one standard deviation of the Monte Carlo prediction; however, the low value could be indicative of unresolved problems in the data.

A number of effects mitigate the utility of endcap electrons in the asymmetry measurement. The correction due to charge confusion in the endcaps is large and has a large associated error. Because of the low tracking efficiency, the acceptance is not greatly increased. The Monte Carlo simulation of the tracking efficiency as a function of polar angle does not match well with the data. Overall, the expected improvement by including endcap electron events is small. Therefore, endcap electron events are not included in the determination of $A_{bb}^{obs}$.

### 5.2.4 The Acceptance Method

The counting method of determining $A_{bb}^{obs}$ is not sensitive to the shape of the angular distribution of the events. The only information extracted from the data is the number of forward and backward events. In contrast, by binning the data in $\cos \theta$ and using the Monte Carlo to calculate the background and acceptance for each bin, the angular distribution of prompt $b$ decays can be reconstructed. The asymmetry can then be measured directly by fitting the analytic form of the differential cross-section to the acceptance corrected angular distribution.
The angular distribution of the data with $p_T > 1$ GeV before any corrections have been made is displayed in Fig. 5.15. Since there is no lepton detection in the forward region (endcap electron events have been excluded), the acceptance quickly falls off as the thrust axis approaches the beam pipe.

The acceptance for detecting prompt b decays in each bin was determined by comparing the selected lepton sample to the generated sample in the Monte Carlo simulation. To prevent a bias, the acceptance was symmetrized by averaging the bins at $\pm x$. In Figure 5.16 the error bars indicate the acceptance before the symmetrization and the smooth curve shows the result of the symmetrization. The curve falls well within the statistical error of the unsymmetrized distribution. The muon acceptance dips near $\cos \theta = 0$ due to a 23 cm gap between the forward and backward halves of
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The number of background events (category 7) in each bin not associated with b or c quark decay was determined from the Monte Carlo and subtracted from the data, then each bin was divided by the acceptance. The shape of the remaining distribution is determined by the asymmetries of the tagged heavy quark decays. The fitted asymmetry of this distribution is related to the $b\bar{b}$ and $c\bar{c}$ asymmetries by

$$A_{\text{fit}} = \frac{(F_1' + F_2' + F_3' - F_4' + \eta F_6') A_{b\bar{b}}^{\text{obs}} - F_6' A_{c\bar{c}}}{1 - 2\epsilon},$$  \hspace{1cm} (5.4)$$

the $F_k'$ being the relative fraction of category $k$ remaining in the background subtracted sample. The parameter $\eta$, which is related to the charge correlation for nonleptonic b decays, was determined to be $0.317 \pm 0.017$ from the Monte Carlo.
The background subtracted, acceptance corrected distributions for electrons and muons are given in Fig. 5.17. The smooth curve indicates the result of a two parameter chisquare fit of the differential cross-section

\[
\frac{1}{N} \frac{dN}{dx} = f(x) = C \left[ \frac{3}{8} (1 + x^2) + A^{\text{fit}} x \right],
\]

where the two parameters are the observed asymmetry \( A^{\text{fit}} \) and the normalization factor \( C \). The \( b\bar{b} \) asymmetry was then extracted from the observed asymmetry by applying Eq. (5.4) and the results are recorded in Table 5.7. The electron result differs by about one standard deviation from the result obtained with the counting method (see Table 5.5). The difference is entirely due to fluctuations near \( \cos \theta = 0 \) which...
Table 5.7: Asymmetry determined from the background subtracted, acceptance corrected thrust axis distribution for events with $p_T > 1$ GeV.

<table>
<thead>
<tr>
<th>lepton</th>
<th>$A_{bb}^{obs}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>$0.055 \pm 0.020$</td>
</tr>
<tr>
<td>$e$</td>
<td>$0.056 \pm 0.026$</td>
</tr>
<tr>
<td>Total</td>
<td>$0.055 \pm 0.016$</td>
</tr>
</tbody>
</table>

Contribute a significant asymmetry in the counting method but not in the acceptance method. Since the form of the angular distribution is fixed, the acceptance method is less susceptible to fluctuations in a few bins.

Systematics

The various contributions to the systematic errors in the acceptance corrected measurement are listed in Table 5.8. Two contributions were added that did not appear in the counting method, namely that the effect of varying the correlation constant $\eta$
was negligible and that changing the number of bins in \( \cos \theta \) had little effect. The
location of the \( p_T \) cut proved to be much less critical than in the counting method,
most likely due to the insensitivity of the acceptance method to fluctuations in the
data.

The error associated with the Monte Carlo statistics was determined by adding
in quadrature two contributions, one from the corrections to each bin in the angular
distribution and one from the constants used in Eq. (5.4). The effect of the Monte
Carlo statistics on the corrected angular distribution was calculated by including
the error for the background subtraction and the acceptance correction in the error
for each bin. This caused a corresponding increase in the parameter errors in the
fit. Subtracting, in quadrature, the error due solely to the data statistics left the
contribution from the Monte Carlo statistics. The second contribution was calculated
analytically from Eq. (5.4) using the corresponding error on the constants determined
from the Monte Carlo.

The total systematic error for the acceptance method is significantly lower than
for the counting method and is dominated by the Monte Carlo statistics.

5.2.5 The Likelihood Method

Using the lepton momentum spectrum to determine which events are likely to be
prompt b decays, once can extract the maximum statistical significance in determining
the asymmetry from a maximum likelihood fit. The likelihood function is formed from
the product of the probabilities, \( P \), for observing each event in the data sample

\[
L = \prod_i P(\bar{x}_i, A_{b\bar{b}}),
\]

(5.5)

where \( \bar{x}_i \) is a set of experimental observables for event \( i \). Maximizing \( L \), or equivalently minimizing \(-\log L\), determines the most likely value of \( A_{b\bar{b}} \). The event probability is obtained from a sum over the probabilities for observing an event of type \( k \) (see Table 5.4) with \( x_i = \cos \theta_i \)

\[
P(\bar{x}_i, A_{b\bar{b}}) = \sum_k P_k(\bar{x}_i) f_k(x_i, A_k),
\]

(5.6)

where \( P_k \) is the probability of producing event type \( k \) and \( f_k \) is the angular distribution \( \frac{3}{8}(1 + x^2) + A_k x \). A key advantage to using the likelihood method is that symmetrical detector inefficiencies in \( \cos \theta \) do not affect the result of the minimization of the likelihood function. A short proof of this feature of the likelihood function can be found in the appendix, Section A.2

The probability \( P_k \) was determined by binning the data in terms of the experimental observables and counting the number of Monte Carlo events in the bin of that type. Various choices of observables and binning schemes will be investigated, but a simple check on the likelihood method itself can be performed by considering the entire sample as a single bin. The probability \( P_k \) is then just the fraction of events of type \( k \) in the sample. The close agreement between the results of the likelihood fit with one bin and \( p_T > 1 \) GeV compared to the acceptance method results can be
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seen in Table 5.9.

Table 5.9: Consistency check on the likelihood fit by using *one bin* and \( p_T > 1 \) GeV compared to the acceptance method. NOTE: this is not the best fit for the likelihood method.

<table>
<thead>
<tr>
<th>lepton</th>
<th>( A_{bb}^{\text{obs}} ) from</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><em>one bin fit</em></td>
</tr>
<tr>
<td>e</td>
<td>0.057 ± 0.020</td>
</tr>
<tr>
<td>( \mu )</td>
<td>0.061 ± 0.026</td>
</tr>
<tr>
<td>Total</td>
<td>0.059 ± 0.016</td>
</tr>
</tbody>
</table>

The sensitivity of the event probability function to prompt b decays can be improved by including information about the momentum spectrum of the detected lepton. Since the leptons from prompt b decay tend to have higher values of \( p_T \), which can be seen in Fig. 5.11, the category probability \( P_k \) was determined by binning the Monte Carlo in \( p_T \) and counting the number of events of each category in the bin. The \( p_T \) distributions for electrons and muons differ, especially with regard to the amount of background at low \( p_T \) values, so the probability \( P_k \) was calculated separately for the two types of leptons.

The question of how to bin the data in order to achieve the most precise result is difficult to answer in general. Small bin sizes are desirable to maximize the sensitivity to the shape of the sampled distribution. However, since the probability is determined from a finite number of Monte Carlo events, large bin sizes are desirable to reduce statistical fluctuations of the number of events in the bin.

To chose an appropriate bin size, a statistic was introduced that measures the sensitivity to the desired signal for a given choice of bins. A plot of the sensitivity
5.2 The Asymmetry Measurement

as a function of the number of bins guides the choice of the optimal bin size. In addition, different bin variables can be compared based on their sensitivity function distribution. The sensitivity function is defined as

\[ S(N_{\text{bins}}) = \sqrt{\sum_{n} \frac{(F_n - \bar{F})^2}{\sigma_n^2}}, \]

(5.7)

where \( N_{\text{bins}} \) is the total number of bins, \( F_n \) is the fraction of signal events in bin \( n \), \( \bar{F} \) is the fraction of signal events in the entire sample, and \( \sigma_n \) is the statistical error of \( F_n \). Varying the size of the bins affects the function \( S \) in two ways:

1. Bins with fractions very different from \( \bar{F} \) contribute large values to \( S \).
2. Bins with few events have large statistical errors which contribute small values to \( S \).

Large values of the function \( S \) indicate that the signal is well separated from the background in the binning scheme. A few other observations about the function \( S \) should be made:

- \( S \) is exactly zero if \( N_{\text{bins}} = 1 \).
- If the bin variable is a random number, then the sensitivity function monotonically increases with the number of bins. This is due to statistical fluctuations of \( F_n \) about \( \bar{F} \); however, the slope is constant and small.
- If the number of bins is so large that each bin has only one (or zero) events in it, then \( S \) is no longer significant.

The sensitivity to prompt b decays obtained by making bins of equal size in the \( p_T \) distributions for electrons and muons in the Monte Carlo is displayed in Fig. 5.18. The average number of events in each bin is superimposed on the plots. The maximum
FIG. 5.18: Sensitivity to prompt b decays and average bin population for events binned in $p_T$. The sensitivity for events binned with $p_T$ randomized is also indicated.
separation of prompt b from background is reached when the number of bins exceeds 10. The average bin population is quite high so $S$ is meaningful for the entire plotted range. To verify that the sensitivity function is exploiting the difference between the $p_T$ distributions of prompt b decays and background, $S$ was also calculated after the $p_T$ values of the Monte Carlo events were randomly reordered. The relative fractions of each event types therefore remained the same, but any information contained in the $p_T$ distribution was lost. The sensitivity function results from the randomized $p_T$ distribution are also indicated in Fig. 5.18. The plots confirm the expectations that the sensitivity to prompt b decays in the randomized variable does not improve by increasing the number of bins but that significant improvements are possible by binning the true $p_T$ distribution.

Choosing $N_{\text{bins}} = 15$, the $b \bar{b}$ asymmetry determined from a maximum likelihood fit to the 1991 data sample without a cut on $p_T$ is given in Table 5.10. The change in the log of the likelihood as a function of the $A_{bb}^{\text{obs}}$ is displayed in Fig. 5.19.

Using the function $S$ it can be shown that the sensitivity to prompt b decays increases by incorporating into the fit the energy of the nearest jet to the lepton ($E_{\text{jet}}$). A study of the effects on the analysis by including this information can be found in Appendix B. The study indicates that the error on $A_{bb}^{\text{obs}}$ decreases by less than 2%
which is not significant enough to change the quoted error of 0.015. Therefore, $E_{\text{jet}}$ is not employed for the final results.

**Systematics**

The contributions to the systematic error in the likelihood method binned in $p_T$ are listed in Table 5.11. Varying the choice of the number of bins, $N_{\text{bins}}$, was the single greatest source of error. The background asymmetry, $A_{\text{back}}$, enters explicitly into the calculation of the likelihood function. $A_{\text{back}}$ and its associated error were determined from the Monte Carlo, but the effect of varying it on the systematic error is small.

The error due to the finite Monte Carlo statistics was determined iteratively, by varying the number of events of each category in each bin by the square root of the number of events of that type ($n \pm \sqrt{n}$). The total error was calculated by adding, in
Table 5.11: Systematic errors for the likelihood method.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>value</th>
<th>variation(±)</th>
<th>( \Delta A_{b5}^{\text{obs}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma_{b\bar{b}} ) (MeV)</td>
<td>378.0</td>
<td>2.5</td>
<td>0.0005</td>
</tr>
<tr>
<td>( \Gamma_{c\bar{c}} ) (MeV)</td>
<td>313.4</td>
<td>5.2</td>
<td>0.0008</td>
</tr>
<tr>
<td>( \text{Br}(b\rightarrow\ell) )</td>
<td>0.117</td>
<td>0.006</td>
<td>0.0007</td>
</tr>
<tr>
<td>( \text{Br}(c\rightarrow\ell) )</td>
<td>0.096</td>
<td>0.006</td>
<td>0.0002</td>
</tr>
<tr>
<td>( \epsilon_h(x_E) )</td>
<td>0.05</td>
<td>0.01</td>
<td>0.0002</td>
</tr>
<tr>
<td>( \epsilon_e(x_E) )</td>
<td>0.50</td>
<td>0.10</td>
<td>0.0002</td>
</tr>
<tr>
<td>e charge confusion</td>
<td>0.013</td>
<td>0.010</td>
<td>0.0002</td>
</tr>
<tr>
<td>( \mu ) charge confusion</td>
<td>0.002</td>
<td>0.002</td>
<td>0.0002</td>
</tr>
<tr>
<td>( A_{c\bar{c}}/A_{b\bar{b}} )</td>
<td>0.7</td>
<td>0.3</td>
<td>0.0015</td>
</tr>
<tr>
<td>( \eta )</td>
<td>0.317</td>
<td>0.017</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>( A_{\text{back}} )</td>
<td>0.0113</td>
<td>0.008</td>
<td>0.0001</td>
</tr>
<tr>
<td>Nbins</td>
<td>15</td>
<td>2</td>
<td>0.0021</td>
</tr>
<tr>
<td>MC statistics</td>
<td></td>
<td></td>
<td>0.0004</td>
</tr>
<tr>
<td>Total (quadrature)</td>
<td></td>
<td></td>
<td>0.0029</td>
</tr>
</tbody>
</table>

quadrature, the result of each iteration. Since the bin population was large, on the order of \( 10^3 \) events per bin, the total error due to Monte Carlo statistics was small.

The systematic error for the likelihood method is significantly smaller than for the acceptance and counting methods. The improvement comes mainly from eliminating the \( p_T \) cut and eliminating the Monte Carlo statistics error from the calculation of the acceptance.
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5.3.1 Introduction

A direct measure of $B^0$-$\bar{B}^0$ mixing can be made from events in which both the $b$ and $\bar{b}$ quark decayed semileptonically. In the absence of mixing, the two leptons will have opposite charges. However, if one of the $b$ quarks oscillates into its charge conjugate before it decays, then the pair of leptons will have the same charge. Thus, like sign dilepton events indicate the presence of mixing.

Since the L3 detector can identify both electrons and muons in multi-hadronic events, there are three sets of lepton pairs that are accepted: $e\,e$, $\mu\,e$, and $\mu\,\mu$. The data sample was collected by applying the lepton selection criteria discussed in Chapter 4 and requiring that there be a pair of leptons with an opening angle of greater than 60°. If an event contained more than one pair of leptons that met this requirement, then the pair that had the maximum $p_T$ was chosen. For data collected in 1991 the charge combination for each lepton pair type is displayed in Table 5.12. Electrons in the ECAL endcap were excluded because of the large amount of charge confusion in this region (see Section 5.1.3). For completeness, the total number of selected

<table>
<thead>
<tr>
<th>charges</th>
<th>no $p_T$ cut</th>
<th>$p_T &gt; 1$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$e,e$</td>
<td>$\mu,e$</td>
</tr>
<tr>
<td>$e^+ e^+$</td>
<td>14</td>
<td>56</td>
</tr>
<tr>
<td>$e^- e^-$</td>
<td>8</td>
<td>64</td>
</tr>
<tr>
<td>$\mu^+ \mu^-$</td>
<td>43</td>
<td>205</td>
</tr>
<tr>
<td>Total</td>
<td>65</td>
<td>325</td>
</tr>
</tbody>
</table>
electrons in the endcap region are given in Table 5.13.

Table 5.13: Total number of endcap electrons selected in 1991 data. Note that these are not used in the analysis. \( e'(e) \) denotes an endcap (barrel) electron.

<table>
<thead>
<tr>
<th>( p_T ) cut</th>
<th>( e'e' )</th>
<th>( ee' )</th>
<th>( \mu e' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>none</td>
<td>4</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>1 GeV</td>
<td>2</td>
<td>2</td>
<td>7</td>
</tr>
</tbody>
</table>

The composition of the selected dilepton data was estimated from Monte Carlo simulations and the major event categories are listed in Table 5.14. The sample is dominated by prompt b decays (\( b \rightarrow \ell \)); and making a cut on the \( p_T \) of both leptons further enhances the fraction of prompt b decays. Particles represented by X in the decay reactions are either leptons or charged tracks misidentified as leptons that originate from the decay of light hadrons (i.e. hadrons that do not contain a b or c quark). Event categories 1 through 6 are sensitive to \( B^0 - \overline{B^0} \) mixing which leads to

Table 5.14: Monte Carlo prediction of the composition of the selected dilepton sample in percent (%). The event categories display the lepton charge combination without \( B^0 - \overline{B^0} \) mixing. The event fractions include the charge conjugate of the listed process. Also, \( b \rightarrow \ell^- \) includes the decays \( b \rightarrow \bar{c} \rightarrow \ell^- \) and \( b \rightarrow \tau^- \rightarrow \ell^- \); and X represents charged tracks that were misidentified as leptons and leptons from the decay of light hadrons.

<table>
<thead>
<tr>
<th>( k )</th>
<th>Category</th>
<th>( p_T ) cut</th>
<th>( p_T &gt; 1 \text{ GeV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( b \rightarrow \ell^- ) ( \bar{b} \rightarrow \ell^+ )</td>
<td>70.9</td>
<td>55.6</td>
</tr>
<tr>
<td>2</td>
<td>( b \rightarrow \ell^- ) ( \bar{b} \rightarrow \bar{c} \rightarrow \ell^- )</td>
<td>13.5</td>
<td>22.9</td>
</tr>
<tr>
<td>3</td>
<td>( b \rightarrow \ell^+ ) ( \bar{b} \rightarrow \bar{c} \rightarrow \ell^- )</td>
<td>0.7</td>
<td>1.7</td>
</tr>
<tr>
<td>4</td>
<td>( b \rightarrow \ell^- ) ( \bar{b} \rightarrow X )</td>
<td>12.4</td>
<td>12.2</td>
</tr>
<tr>
<td>5</td>
<td>( b \rightarrow \ell^+ ) ( \bar{b} \rightarrow X )</td>
<td>1.7</td>
<td>2.8</td>
</tr>
<tr>
<td>6</td>
<td>( b \rightarrow X ) ( \bar{b} \rightarrow X )</td>
<td>0.0</td>
<td>0.4</td>
</tr>
<tr>
<td>7</td>
<td>( c \rightarrow \ell^+ ) ( \bar{c} \rightarrow \ell^- )</td>
<td>0.0</td>
<td>1.6</td>
</tr>
<tr>
<td>8</td>
<td>X ( \rightarrow X )</td>
<td>0.8</td>
<td>2.7</td>
</tr>
</tbody>
</table>
nonzero probabilities for observing lepton charge combinations different from those listed in the table. Note that category 2, $b \rightarrow \ell^- b \rightarrow \bar{c} \rightarrow \ell^-$, contains a prompt lepton and contributes like sign events even in the absence of mixing.

The mixing parameter, which is the probability that the charge of the detected lepton has changed sign due to $B^0\bar{B}^0$ oscillation, for the decays in the various event categories is given in Table 5.15. The mixing parameter for $b \rightarrow X$ decay is related to

<table>
<thead>
<tr>
<th>mixing parameter</th>
<th>decay</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi$</td>
<td>$b \rightarrow \ell^-$</td>
</tr>
<tr>
<td>$\chi$</td>
<td>$b \rightarrow c \rightarrow \ell^+$</td>
</tr>
<tr>
<td>$\chi$</td>
<td>$b \rightarrow \bar{c} \rightarrow \ell^-$</td>
</tr>
<tr>
<td>$\chi_X$</td>
<td>$b \rightarrow X^-$</td>
</tr>
<tr>
<td>0</td>
<td>$c \rightarrow \ell^+$</td>
</tr>
<tr>
<td>0</td>
<td>$X$</td>
</tr>
</tbody>
</table>

\[
\chi_X = (1 - \chi)(1 - c) + \chi c,
\]

where $c$ is the probability that the sign of the charged track $X$ is correlated with the $b$ quark. From studies of Monte Carlo simulated data, $c$ was determined to be $c = 0.555 \pm 0.021$.

Two methods for determining $\chi$ will be considered. The first method uses the ratio of the number of like-sign events to the total (the counting method). To achieve the best precision with this method it is necessary to enhance the signal from prompt $b$ decays by making a $p_T$ cut. The second method uses a maximum likelihood fit to the entire data sample by assigning a probability to every event based on experimental
observables for each lepton.

5.3.2 The Counting Method

The fraction of like-sign events in the dilepton sample can be used to extract the $B^0$-$\bar{B}^0$ mixing parameter $\chi$. The combination of charges for a given lepton pair depends on the event category and the mixing parameter for each decay. If $\chi_1, \chi_2$ are the mixing parameters for the decay on each side of the event, then the probability that one of the charges changed sign due to mixing is

$$P_c(\chi_1, \chi_2) = (1 - \chi_1)\chi_2 + \chi_1(1 - \chi_2)$$

and the probability that neither (or both) charges changed sign is

$$P_s(\chi_1, \chi_2) = 1 - P_c(\chi_1, \chi_2) = (1 - \chi_1)(1 - \chi_2) + \chi_1\chi_2.$$ 

Using Monte Carlo simulated events to predict $F_k$, the fraction of events in the sample of category $k$, the ratio of like-sign events to the total takes the form

$$R = P_c(\chi, \chi)(F_1 + F_3) + P_s(\chi, \chi)F_2 + P_c(\chi_\chi, \chi_\chi)F_4 + P_s(\chi_\chi, \chi_\chi)F_6 + P_8F_8,$$  

(5.8)

where $P_8$ is the probability that a background event results in a like-sign pair of leptons. The probability was determined to be $P_8 = 0.584 \pm 0.030$ from Monte Carlo
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Eq. (5.8) must also be convoluted with the effect of charge confusion in the lepton identification. If $\epsilon_1, \epsilon_2$ are the probabilities for determining the wrong charge for each lepton, then the observed ratio of like-sign events is

$$R^{obs} = P_s(\epsilon_1, \epsilon_2)R + P_c(\epsilon_1, \epsilon_2)(1 - R).$$

Recall that the charge confusion for electrons and muons is different so that the above correction depends on the lepton type.

The results of applying the counting method to the data sample with various $p_T$ cuts is recorded in Table 5.16. The smallest fractional error is attained by making a $p_T$ cut at 1 GeV. For this $p_T$ cut, the mixing parameter determined from each lepton category is displayed in Table 5.17.

<table>
<thead>
<tr>
<th>$p_T$ cut (GeV)</th>
<th>$\chi$</th>
<th>$\Delta\chi/\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.046 ± 0.031</td>
<td>0.676</td>
</tr>
<tr>
<td>0.25</td>
<td>0.058 ± 0.030</td>
<td>0.520</td>
</tr>
<tr>
<td>0.50</td>
<td>0.089 ± 0.029</td>
<td>0.324</td>
</tr>
<tr>
<td>0.75</td>
<td>0.094 ± 0.025</td>
<td>0.269</td>
</tr>
<tr>
<td>1.00</td>
<td>0.106 ± 0.024</td>
<td>0.226</td>
</tr>
<tr>
<td>1.25</td>
<td>0.093 ± 0.023</td>
<td>0.248</td>
</tr>
<tr>
<td>1.50</td>
<td>0.070 ± 0.025</td>
<td>0.355</td>
</tr>
<tr>
<td>1.75</td>
<td>0.078 ± 0.035</td>
<td>0.448</td>
</tr>
<tr>
<td>2.00</td>
<td>0.092 ± 0.045</td>
<td>0.494</td>
</tr>
</tbody>
</table>
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Table 5.17: Mixing parameter from the counting method with $p_T > 1$ GeV for each dilepton category.

<table>
<thead>
<tr>
<th>lepton pair</th>
<th>$\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu\mu$</td>
<td>0.088 ± 0.036</td>
</tr>
<tr>
<td>$\mu e$</td>
<td>0.120 ± 0.037</td>
</tr>
<tr>
<td>$ee$</td>
<td>0.117 ± 0.062</td>
</tr>
<tr>
<td>Total</td>
<td>0.106 ± 0.024</td>
</tr>
</tbody>
</table>

Systematics

The contributions to the systematic error in the counting method are listed in Table 5.18. The listed value of each contribution is varied by the stated error and the observed change in $\chi$ is reported in the table.

Changing the physics parameters $\Gamma_{b\bar{b}}$, $\Gamma_{c\bar{c}}$, $\text{Br}(b\rightarrow\ell)$, and $\text{Br}(c\rightarrow\ell)$ can alter the relative fractions of the different event categories. In this way uncertainties in the semileptonic branching ratios result in significant contributions to the systematic
The fragmentation parameters $\epsilon_b$ and $\epsilon_c$ change the shape of the lepton momentum spectrum. Since the counting method ignores this shape except for a cut on $p_T$, the effect of varying these parameters is small.

The systematic errors attributed to Monte Carlo statistics, $P_8$, and $c$ were determined analytically for each dilepton set from the formula for $R$ and the corresponding errors for $F_k$, $P_8$, and $c$. Uncertainty in the determination of the fractions $F_k$ leads to the greatest contribution to the systematic error. The $p_T$ cut also has a large effect on the error because of the variation in the amount of background allowed in the sample and because of the change in the number of accepted events.

### 5.3.3 The Likelihood Method

Instead of imposing a $p_T$ cut to improve the sensitivity to prompt $b$ decays, a maximum likelihood fit to all of the data can be performed that utilizes additional information to identify (in a probabilistic way) the type of decay of each event. The likelihood function is defined as the product over all of the data sample of the probability of observing each event as a function of the mixing parameter $\chi$:

$$L = \prod_i P(\bar{x}_i, Q_i, \chi),$$
where $\tilde{x}_i$ is a set of experimental observables for the event and $Q_i$ is the charge combination of the lepton pair,

$$Q_i = \begin{cases} 
1 & \text{(like-sign event)} \\
-1 & \text{(unlike-sign event)}.
\end{cases}$$

The probability for a given event can be determined from a sum over the probabilities for each event category introduced in Table 5.14. The event probability is then

$$P(\tilde{x}, Q, \chi) = \sum_k P_k(\tilde{x})W_k(\chi, Q),$$

where $P_k$ is the probability of producing event type $k$ with observables $\tilde{x}$, and $W_k$ is the probability that category $k$ produces the charge combination $Q$. All of the dependence on the mixing parameter is contained in $W_k$ which has the form

$$W_k(Q) = \begin{cases} 
P_e(\chi_1^k, \chi_2^k) & (Q \neq Q^k) \\
P_s(\chi_1^k, \chi_2^k) & (Q = Q^k),
\end{cases}$$

where $\chi_1^k$ and $\chi_2^k$ represent the mixing parameters for each lepton in the event for category $k$. For the background category $k = 8$, the weight is

$$W_8(Q) = \begin{cases} 
P_8 & (Q = 1) \\
1 - P_8 & (Q = -1).
\end{cases}$$
The function $W_k$ does not include the effect of charge confusion. Since the charge of one or both of the leptons could be incorrectly determined, the probability $W_k$ is replaced by the mixture

$$W_k \rightarrow P_k(\epsilon_1, \epsilon_2)W_k + (1 - P_k(\epsilon_1, \epsilon_2))(1 - W_k),$$

where $\epsilon_1$ and $\epsilon_2$ are the charge confusion parameters as before.

The probability functions $P_k$ are determined from Monte Carlo events by binning them in terms of a set of observables and counting the number of events in the bin. Before investigating binning strategies one can perform a consistency check on the method itself. If all of the data is placed in one bin, then the distributions $P_k$ become fixed fractions for each $k$ and the fit becomes analogous to the counting method.

The results of the likelihood fit with a single bin and $p_T > 1$ GeV compared to the counting results are displayed in Table 5.19. The two methods are in good agreement

<table>
<thead>
<tr>
<th>lepton pair</th>
<th>$\chi$ determined from</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>one bin fit</td>
</tr>
<tr>
<td>$\mu\mu$</td>
<td>$0.089 \pm 0.036$</td>
</tr>
<tr>
<td>$\mu e$</td>
<td>$0.119 \pm 0.036$</td>
</tr>
<tr>
<td>$ee$</td>
<td>$0.117 \pm 0.061$</td>
</tr>
<tr>
<td>Total</td>
<td>$0.107 \pm 0.024$</td>
</tr>
</tbody>
</table>

for each combination of leptons.

The $p_T$ distributions for the leptons in the selected events are shown in Fig. 5.20. As was observed in the single lepton distributions used to measure the $b\bar{b}$ asymmetry,
FIG. 5.20: Comparison between data and Monte Carlo $p_T$ distributions for leptons from selected dilepton events.
5.3 The Mixing Measurement

leptons from prompt b decay cluster toward high values of $p_T$. This information can be exploited to distinguish prompt b decays from background by binning the Monte Carlo events and counting the number of events in each bin to determine the probabilities $P_k$.

The $p_T$ distributions for the two leptons in an event are correlated (for example, given a high $p_T$ lepton on one side of an event it is probable that the event is a $b\bar{b}$ event and therefore there is a high probability of detecting a high $p_T$ lepton on the other side of the event). These correlations can be automatically accommodated by forming the joint probability $P_k(p_{T1}, p_{T2})$, which is calculated by binning in the two dimensional space formed by the $p_T$ of each lepton.

Since the $p_T$ distributions for electrons and muons are different, lepton 1 is defined to be the electron in $\mu e$ events. For the $ee$ and $\mu \mu$ data samples the labeling of lepton 1 and 2 is chosen at random to avoid any systematic effect due to an accidental ordering of the two leptons.

The same problem concerning the choice of bin size arises as was encountered in the asymmetry fit but is even more crucial in this case since the size of the data sample is approximately 20 times smaller. As in the case of the asymmetry fit, the sensitivity function $S$ described in Section 5.2.5 was employed here to determine the optimum bin size.

In order to apply the function $S$ to the dilepton $p_T$ distributions, a binning scheme must be chosen. Anticipating that the distributions will have a long, sparsely populated tail, the first bin division is placed such that a reasonably large number of
events will be found in that region. The remaining area of the two dimensional space is then divided into bins of equal size. A general diagram of this scheme is displayed in Fig. 5.21. The cutoffs for the tail are labeled $p_{T_{S1}}$ and $p_{T_{S2}}$. The number of divisions on the $p_T$ axis, $j$, is the same for both leptons ($j = j_1 = j_2$); the total number of bins is therefore $N_{\text{bins}} = j^2 + 3$.

The location of the cutoffs were selected such that there were approximately 150 Monte Carlo events in the bin. For muons the cutoff was $3.3 \pm 0.2$ and for electrons it was $3.5 \pm 0.3$. The quoted errors represent the region encompassing $\pm 50$ events.

The sensitivity function $S$ and the mean number of events per bin for various choices of $j$ are displayed in Fig. 5.22. The sensitivity to prompt $b$ decays quickly increases with the number of bins and then flattens out, reaching a maximum at about 28 bins ($j = 5$). The perceived increase in sensitivity in the $e e$ sample above 40 bins is due to the sparseness of the Monte Carlo. Above 40, the bin population

![Diagram of binning scheme in two-dimensional space $p_{T_{S1}}$ versus $p_{T_{S2}}$.](image)
FIG. 5.22: Sensitivity function and average bin population for binning in \( p_T \). The number of bins is \( j^2 + 3 \). The markers indicate the computed values of \( S \) at \( (j = 1, 2, 3, \ldots) \) which were then connected by a straight line.
quickly approaches one and $S$ reaches the limiting case in which each bin has either zero or one event. This region should therefore be avoided.

The results of the likelihood fit for $\chi$ choosing $j = 5$ are given in Table 5.20. The shape of the log likelihood as a function of $\chi$ is plotted in Fig. 5.23. At the one standard deviation level, the error in $\chi$ is nearly symmetric.

As in the asymmetry measurement, the error on the mixing parameter can be reduced by including information about the energy of the nearest jet to each lepton.
5.3 The Mixing Measurement

\( E_{\text{jet}} \). Appendix B describes the technique used to incorporate \( E_{\text{jet}} \) into the determination of the \( \chi \). The improvement in the error was found to be small, less than 3%, which does not warrant including \( E_{\text{jet}} \) in the final analysis.

**Systematic Errors**

The contributions to the systematic errors are listed in Table 5.21. To test the stability of the choice of binning scheme, the number of divisions \( j \) was varied by \( \pm 1 \) and the location of the \( p_T \) cutoff for electrons and muons were varied by their associated errors. These variations contributed significantly to the error since the average bin population is not large, often causing serious fluctuations of the number of events in the bins.

The error due to the limited Monte Carlo statistics was calculated in the same way.
as the analogous error in the likelihood measurement of the asymmetry. An iterative procedure was performed that changed the number of Monte Carlo events for each category in each bin by its square root \((n \pm \sqrt{n})\). The value listed in the table is the sum, in quadrature, of the resulting change in \(\chi\) for each iteration.

The dominant systematic error in the likelihood method comes from the limited Monte Carlo statistics and is approximately half the size of the statistical error in the measurement of \(\chi\). This limitation is also manifest in the error associated with the choice of binning scheme.
5.4 Combined Results for 1990 and 1991

The detector configuration in 1990 was different from that in 1991. In particular, the BGO endcaps were not installed for the 1990 run, and for this reason, the energy resolution in the forward region was not as good. This affects the determination of the jet and thrust axes. Since these experimentally determined axes were used to calculate the event probabilities in the likelihood analyses, the 1990 and 1991 data were fitted separately.

For the barrel region of the detector the lepton selection criteria applied to 1990 and 1991 data were identical and the number of events that were selected is given in Table 5.22. In the dilepton events a minimum opening angle of 60° between the two leptons was required. The large increase in events in 1991 was due entirely to an increase in the integrated luminosity delivered by LEP.

The results for the observed $b\bar{b}$ asymmetry ($A_{b\bar{b}}^{\text{obs}}$) and the $B^0-\bar{B}^0$ mixing parameter ($\chi$), determined from the data samples of each year, are given in Tables 5.23 and Table 5.24, respectively. The data were combined by adding the results of each

<table>
<thead>
<tr>
<th>Number of events</th>
<th>1990</th>
<th>1991</th>
<th>1990+1991</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q\bar{q}$</td>
<td>112727</td>
<td>294765</td>
<td>407492</td>
</tr>
<tr>
<td>$q\bar{q}+\mu$</td>
<td>5505</td>
<td>14795</td>
<td>20300</td>
</tr>
<tr>
<td>$q\bar{q}+e$</td>
<td>1298</td>
<td>3891</td>
<td>5189</td>
</tr>
<tr>
<td>$q\bar{q}+\mu\mu$</td>
<td>173</td>
<td>541</td>
<td>714</td>
</tr>
<tr>
<td>$q\bar{q}+\mu e$</td>
<td>97</td>
<td>325</td>
<td>422</td>
</tr>
<tr>
<td>$q\bar{q}+ee$</td>
<td>20</td>
<td>65</td>
<td>85</td>
</tr>
</tbody>
</table>

Table 5.22: Number of selected events in the 1990 and 1991 running periods. Endcap electron events were excluded and no cut on $p_T$ was made.
Table 5.23: The observed $b\bar{b}$ asymmetry from a maximum likelihood fit to the data binned in $p_T$.

<table>
<thead>
<tr>
<th>lepton</th>
<th>$A_{b\bar{b}}^{\text{obs}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>$0.113 \pm 0.031$</td>
</tr>
<tr>
<td>$e$</td>
<td>$0.009 \pm 0.044$</td>
</tr>
<tr>
<td>Total</td>
<td>$0.077 \pm 0.025$</td>
</tr>
</tbody>
</table>

Table 5.24: Mixing parameter results determined from a maximum likelihood fit to the data binned in $p_T$.

<table>
<thead>
<tr>
<th>lepton pair</th>
<th>$\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu\mu$</td>
<td>$0.104 \pm 0.054$</td>
</tr>
<tr>
<td>$\mu e$</td>
<td>$0.155 \pm 0.070$</td>
</tr>
<tr>
<td>$ee$</td>
<td>$0.275 \pm 0.121$</td>
</tr>
<tr>
<td>Total</td>
<td>$0.147 \pm 0.044$</td>
</tr>
</tbody>
</table>

year in quadrature using the statistical errors only. The final results including the systematic errors that were determined in the previous sections are:

$$A_{b\bar{b}}^{\text{obs}} = 0.063 \pm 0.013(\text{stat}) \pm 0.003(\text{syst})$$

and

$$\chi = 0.125 \pm 0.021(\text{stat}) \pm 0.012(\text{syst}),$$

where the first error is the statistical uncertainty and the second error is the systematic uncertainty. Correcting for $B^0-\bar{B}^0$ mixing, the asymmetry is

$$A_{b\bar{b}} = 0.085 \pm 0.017(\text{stat}) \pm 0.004(\text{syst}).$$
Chapter 6

Conclusion

The luminosity delivered to the L3 experiment in 1990 and 1991 was spread over a number of center-of-mass energies (see Fig. 6.1). Since the $b\bar{b}$ asymmetry is expected to vary with $\sqrt{s}$, the data were divided into three energy ranges: above, on, and below the $Z$ resonance. The asymmetry for each of these samples corrected for $B^0-\bar{B}^0$ mixing is presented in Table 6.1.

Table 6.1: The $b\bar{b}$ asymmetry from the combined samples of 1990 and 1991 for three energy ranges.

<table>
<thead>
<tr>
<th>$\sqrt{s}$ (GeV)</th>
<th>$A_{b\bar{b}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>89.72</td>
<td>$0.088 \pm 0.058 \pm 0.004$</td>
</tr>
<tr>
<td>91.25</td>
<td>$0.082 \pm 0.020 \pm 0.004$</td>
</tr>
<tr>
<td>92.81</td>
<td>$0.099 \pm 0.048 \pm 0.004$</td>
</tr>
</tbody>
</table>
6.1 Effective Couplings Fit


6.1 Effective Couplings Fit

As was discussed in Section 2.2, the effective weak mixing angle $\sin^2 \theta_W$ can be extracted from the data without specifying a precise value for the top quark mass. This is possible because the electroweak radiative corrections, which depend on the mass of the top quark, can be separated from the QED corrections and absorbed into the definition of the fitted parameters. The effective couplings of the light fermions ($f \neq b$) to the $Z$ are

\begin{align}
    g_A^f &\equiv \sqrt{\rho} I_f^3, \\
    g_V^f &\equiv \sqrt{\rho} (I_f^3 - 2Q_f \sin^2 \theta_W).
\end{align}
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6.1 Effective Couplings Fit

Extra sensitivity to vertex corrections involving the top quark for $b\bar{b}$ final states alter the $b$ parameters relative to the light fermions parameters, namely

$$\rho_b \simeq \rho(1 - \frac{4}{3}\Delta \rho), \quad (6.3)$$
$$\sin^2\theta_W^b = \sin^2\theta_W R_b, \quad (6.4)$$

where $R_b \simeq 1 + \frac{2}{3}\Delta \rho$ and $\Delta \rho = (3G_F m_t^2)/(8\pi^2\sqrt{2})$. The effect of these additional corrections to the $b\bar{b}$ asymmetry is minimal.

To extract $\sin^2\theta_W$ from the data, the semi-analytic program ZFITTER 4.53 [78] was used to calculate the $b\bar{b}$ asymmetry given the effective couplings to the $Z$ and the measured parameters of the Standard Model. ZFITTER can calculate cross-sections and asymmetries of fermion pairs produced in $e^+e^-$ annihilation, both in the framework of the Standard Model using the improved Born approximation and from a model-independent ansatz utilizing effective couplings. It includes electroweak radiative corrections to $\mathcal{O}(\alpha)$, higher order $m_t$-dependent corrections and gluonic QCD corrections up to $\mathcal{O}(\alpha_s^2)$. Cross-section calculations from ZFITTER were found to agree with the results of other programs [79, 80] to within 0.5%.

For the effective couplings fit, the Z mass and width were fixed to the values determined from L3 hadronic and leptonic cross-section data. The L3 measurements of $m_Z$ and $\Gamma_Z$ are [30]

$$m_Z = 91.115 \pm 0.006 \pm 0.007 \text{ (LEP) GeV}$$
where the error listed second is due to the uncertainty in the LEP beam energy. To calculate the small QCD corrections to the asymmetry, the strong coupling constant was set to the L3 measured value of $\alpha_s(m_Z^2) = 0.124 \pm 0.005$ [30]. The L3 result is a weighted average of $\alpha_s$ measured from the hadronic decay width of the $\tau$ lepton, the QCD correction to the hadronic $Z$ width, and the jet topologies in hadronic events.

Fitting $\sin^2\theta_W$ to the three measured values of $A_{bb}$ by defining the effective couplings through Eqs. (6.1)-(6.4) resulted in

$$\sin^2\theta_W = 0.2336 \pm 0.0032.$$ 

The asymmetry as a function of the center-of-mass energy for this value of $\sin^2\theta_W$ is given in Fig. 6.2. In the fit $\rho$, $\rho_b$, and $R_b$ were fixed to their Standard Model values at $m_t = 90$ GeV and $m_H = 300$ GeV; however, the result of the fit was nearly independent of the choice of these parameters. Varying $m_t$ from 90 GeV to 250 GeV changed the fitted value of $\sin^2\theta_W$ by less than 0.0001, and the effect from varying the Higgs mass in the range 60-1000 GeV was smaller than 20 parts per million.

### 6.2 Standard Model Fit

An alternate approach to determine $\sin^2\theta_W$ is to use the Standard Model to calculate the radiative corrections to the $b\bar{b}$ asymmetry by choosing a value for the top quark
FIG. 6.2: The data points are the measured values for $A_{bb}$. The solid curve represents the result of the effective couplings fit ($\sin^2 \theta_W = 0.2336 \pm 0.0032$), and the dashed curves show the one standard deviation errors from the fit.

and Higgs mass. The effective weak mixing angle is then treated as a derived quantity. Using the Standard Model branch of the ZFITTER program, four input parameters must be specified: the Z, top and Higgs masses, and $\alpha_s$. Fixing the Z mass and $\alpha_s$ to the L3 measured values and choosing a Higgs mass of 300 GeV leaves only one free parameter in the fit, the mass of the top quark.

Fitting the top mass in the framework of the Standard Model resulted in

$$m_t = 124^{+91}_{-107} \pm 22 \text{ (Higgs) GeV},$$

where the second error corresponds to varying the Higgs mass from 60-1000 GeV.
This value of the top mass corresponds to an effective weak mixing angle of

\[ \sin^2 \theta_W = 0.2336^{+0.0024}_{-0.0033} \]

The effect on \( \sin^2 \theta_W \) of varying the Higgs mass was negligible. This measurement alone does not provide a strong constraint on the top quark mass; however, in terms of \( \sin^2 \theta_W \) the measurement closely agrees with the result using effective couplings.

It should be remarked that the direct lower bound on the top quark mass is \( m_t > 91 \text{ GeV} \) (95% CL) from CDF [81], which excludes nearly half of the one standard deviation error region determined from the \( A_{h5} \) data. The CDF limit, however, is only reliable for standard decay modes of the top. In certain situations of supersymmetric extensions of the Standard Model, the branching ratios of these decays would be suppressed and therefore the top quark would not be detected by the Fermilab collider experiments (CDF and D0). In contrast, the predictions from radiative corrections at LEP are completely independent of the top decay branching ratios. It is conceivable that in the near future, the limit on the top mass from CDF and D0 could be extended above the preferred value from LEP. If an unambiguous signal for the top quark fails to materialize at Fermilab, then this could be the first hint of physics beyond the Standard Model.
6.3 Comparison of L3 Measurements of $\sin^2 \overline{\theta}_W$

A more stringent test of the Standard Model can be made by comparing values of the effective weak mixing angle determined from measurements that are sensitive to different couplings. In addition to the result from the $b \bar{b}$ asymmetry, three other measurements of $\sin^2 \overline{\theta}_W$ have been made with the L3 detector using the leptonic forward-backward asymmetry ($A_{t^+t^-}$), the tau polarization ($P_\tau$) and the leptonic width of the $Z$ ($\Gamma_\ell$). Of these measurements, only $\Gamma_\ell$, determined from the leptonic cross-sections, requires knowledge of the luminosity. The luminosity independence of the asymmetries and tau polarization simplify the analysis considerably.

In the improved Born approximation near the $Z$ resonance, $\sin^2 \overline{\theta}_W$ is related to these measurements in the following way:

\[
A_{b \bar{b}} = \frac{3}{4} A_e A_b \\
A_{t^+t^-} = \frac{3}{4} A_e A_\ell \\
P_\tau = -A_\tau \\
\Gamma_\ell = \frac{\sqrt{2} G_F m_Z^3}{12\pi} (g_A^f{}^2 + g_V^f{}^2),
\]

where $A_f = 2g_V^f g_A^f / (g_V^f{}^2 + g_A^f{}^2)$. Figure 6.3 displays the value of $\sin^2 \overline{\theta}_W$ for each of these measurements obtained from an effective coupling fit as in Section 6.1. Since the measurements depend on the neutral couplings and radiative corrections to different fermions, any flavor-dependent physics beyond the Standard Model could lead to an observable change in $\sin^2 \overline{\theta}_W$. Each value in Fig. 6.3 has been measured with good
6.4 The Past

Previous measurements of $A_{b\bar{b}}$ date back to 1984 by experiments at PETRA at center-of-mass energies of around 35 GeV [21,82–87]. Since that time, measurements have been reported by experiments at PEP [88–91] and the AMY collaboration at TRISTAN [92,93]. All of these measurements, corrected for $B^0$-$\bar{B}^0$ mixing using the L3 value, are plotted in Fig. 6.4. The result of the Standard Model fit to the L3 result extrapolated down to lower energy is also displayed in the figure. Until LEP, all measurements were below $\sqrt{s} = 60$ GeV. There are two main consequences of attempting to measure the $b\bar{b}$ asymmetry at low energy: low statistics and low sensitivity to precision and no deviation from the Standard Model has been observed.

![Graph showing measurements of $A_{bb}$, $\Gamma_1$, $P_\tau$, $A_{ll}$, and Combined Fit vs. $\sin^2 \bar{\theta}_W$]

FIG. 6.3: Comparison of L3 measurements of $\sin^2 \bar{\theta}_W$ using data collected in 1990 and 1991.
FIG. 6.4: Standard Model fit of $A_{b\beta}$ from L3 extrapolated to lower energy, including the effects of QED, QCD and weak corrections. The value of $\sqrt{s}$ for some of the PEP and PETRA measurements was shifted by up to 0.5 GeV to improve the clarity of the plot. All measurements use the L3 value for $B^0$-\overline{B^0} mixing.
6.4 The Past

The $b \bar{b}$ cross-section in the region $\sqrt{s} = 30-80$ GeV is more than two orders of magnitude smaller than the peak cross-section at $\sqrt{s} = m_{Z}$, which results in a proportional reduction in data for a given amount of luminosity. For example, the AMY experiment collected 186 muon-tagged $b \bar{b}$ events from 33.3 pb$^{-1}$ of integrated luminosity produced at an average center-of-mass energy of 57.2 GeV, while L3 collected more than 20,000 muon events with less than 20 pb$^{-1}$ near the $Z$ resonance.

The sensitivity of $A_{b\bar{b}}$ to $\sin^2 \theta_W$ in the region of interest for different center-of-mass energies is shown in Fig. 6.5. The divisions on each plot are the same so that the slope, which indicates the sensitivity, of each distribution can be directly compared. The slope at LEP energies is nearly 8 times steeper than at TRISTAN and the slope...
at PEP and PETRA energies are effectively zero.

Below the $Z$ peak, the $b\bar{b}$ asymmetry originates from the interference between the photon and $Z$ exchange diagrams, which only depends on the fermion charges and weak axial-vector couplings (see Section 2.2). On and above the peak, the $Z$ exchange term, which depends on the weak vector couplings, dominates the asymmetry. This is clearly demonstrated in Fig. 6.5, since it is through the vector couplings that the sensitivity to $\sin^2\theta_W$ enters. Thus, the LEP measurements are the first direct observation of the vector couplings of $b$ quarks to the $Z$.

The PEP and PETRA measurements are consistent with the Standard Model but are not particularly sensitive to the weak mixing angle. The AMY measurement is hampered by extremely low statistics and does not provide a very reliable check on the LEP result.\textsuperscript{1} The center-of-mass energy of TRISTAN is limited to about 60 GeV and barring orders of magnitude improvement in the luminosity, it is unlikely that AMY could probe the weak vector couplings.

### 6.5 The Future

The results presented here were derived from a sample of approximately 400,000 $Z$ decays. In 1992 another 600,000 events were recorded and expectations are for an additional 1 million events in 1993. Since the relationship between $A_{b\bar{b}}$ and $\sin^2\theta_W$ is approximately linear, an improvement in the asymmetry error will translate into

\textsuperscript{1}Previous comparisons of the AMY results to the Standard Model [92,93] did not include the effects of $B^0$-$\bar{B}^0$ mixing or radiative corrections. Both effects tend to increase the discrepancy between their result and the Standard Model.
a proportional improvement in the error on the weak mixing angle. Thus with two million events at the end of 1993 the statistical error on $\sin^2 \theta_W$ from $A_{b\bar{b}}$ could be cut in half to $\sim 0.0015$.

The bulk of the systematic errors on the measurement of $A_{b\bar{b}}$ are related to the amount of simulated data used to determine the composition of the selected data sample. In principle this is limited only by computing power. Upgrades of the existing computing facilities have been proposed and the production of simulated data is expected to keep pace with the increased luminosity provided by LEP.

A significant contribution to the systematic error is due to uncertainty in the fragmentation and semileptonic branching ratios of b quarks. Since these parameters can be measured with LEP data [30,52], increased statistics will lead to improved values and thus smaller systematic errors.

It is clear that, in the near future, a significant increase in the amount of data will lead to more stringent tests of the Standard Model, but the current results indicate that any possible deviation will be small. In the far future, with ultrahigh statistics on the order of 10-100 million Z's and a reasonably well measured mass for the top quark (from the Fermilab experiments), the electroweak corrections observed through $\sin^2 \theta_W$ could begin to place bounds on the Higgs mass (see Appendix C).
Appendix A

Proofs

A.1 Observed Asymmetry Proof

Proof that the observed asymmetry is proportional to the full asymmetry for a detector acceptance function that is symmetric in $\cos \theta$.

The normalized differential cross-section is

$$\frac{1}{\sigma} \frac{d\sigma}{dx} = f(x) = \frac{3}{8}(1 + x^2) + Ax, \quad (A.1)$$

where $x = \cos \theta$ and $A$ is the asymmetry. This can be written as the sum of a symmetric and antisymmetric function of $x$,

$$f(x) = f^+(x) + Af^-(x),$$

where $f^+(x) = 3/8(1 + x^2)$ and $f^-(x) = x$. The observed asymmetry is the convolu-
tion of this angular distribution with the acceptance, \( a(x) \), of the detector

\[
A_{\text{obs}} = \frac{\int_0^1 a(x)f(x)dx - \int_{-1}^0 a(x)f(x)dx}{\int_0^1 a(x)f(x)dx + \int_{-1}^0 a(x)f(x)dx},
\]

which can be rewritten

\[
A_{\text{obs}} = \frac{\int_0^1 \{a(x)f(x) - a(-x)f(-x)\}dx}{\int_0^1 \{a(x)f(x) + a(-x)f(-x)\}dx}.
\]

If the acceptance is symmetric about \( x \), \( a(-x) = a(x) \), then

\[
A_{\text{obs}} = \frac{\int_0^1 2a(x)Af^-(x)dx}{\int_{-1}^1 2a(x)f^+(x)dx}.
\]

The asymmetry can now be factored out of the integral

\[
A_{\text{obs}} = cA,
\]

\[
c = \frac{\int_0^1 a(x)f^-(x)dx}{\int_0^1 a(x)f^+(x)dx}.
\]

Note that \( c \) is completely independent of \( A \).
A.2 Likelihood Function Proof

Proof that the minimum of the likelihood function with respect to the asymmetry is independent of the detector acceptance, if the acceptance is symmetric in \( \cos \theta \).

The likelihood function constructed from the normalized differential cross-section given in Eq. (A.1) is

\[
L = \prod_i f(x_i),
\]

(A.2)

where the product extends over all of the events. The true probability of observing an event for a given \( x \) is the convolution of \( f(x) \) with the detector acceptance \( a(x) \).

\[
f'(x) = \frac{f(x)a(x)}{\int_{-1}^{1} f(x)a(x)dx}.
\]

If the acceptance is symmetric, then

\[
f'(x) = f(x) \left( \frac{a(x)}{\int_{0}^{1} f'(x)a(x)dx} \right) = D(x, a).
\]

The function \( D(x, a) \) depends on the acceptance but is independent of the asymmetry.

The likelihood function obtained from \( f'(x) \) is related to Eq. (A.2) through \( D \):

\[
L' = \prod_i f'(x_i) = L \prod_i D(x_i, a).
\]

Thus \( L \) and \( L' \) differ by a multiplicative constant that does not depend on \( A \), so the minimization of the likelihood \( L \) or \( L' \) will yield the same result.
The minimum of $L'$ with respect to the asymmetry $A$ occurs at

$$\frac{dL'}{dA} = 0.$$ 

Since

$$\frac{dL'}{dA} = \frac{dL}{dA} \prod_i D(x_i, a),$$

as long as the detector is turned on, i.e. $\prod_i D(x_i, a) \neq 0$, then the same value of $A$ minimizes both $L$ and $L'$. 
Appendix B

Likelihood Fits Using $E_{\text{jet}}$

B.1 Introduction

The likelihood method used in the analysis of the $b\bar{b}$ asymmetry and $B^0 - \bar{B}^0$ mixing in Chapter 5 is extremely versatile because a variety of detector information can be incorporated into the determination of the event probabilities $P_k$. This appendix explores the effect of introducing additional information in the form of $E_{\text{jet}}$, the energy of the nearest jet to the selected lepton, into the event probability calculation. The extra information enhances the discriminatory power of the probability function, which leads to smaller statistical errors.

The following section describes the definition of $E_{\text{jet}}$ and how it relates to semileptonic $b$ decay. The remaining sections give in detail the results of including $E_{\text{jet}}$ information in the asymmetry and mixing measurements.
B.1 Introduction

B.1.1 Jet Energy: $E_{\text{jet}}$

The neutrino associated with the semileptonic decay of a heavy quark passes through the detector without being observed. The measured energy of heavy quark jets (that decay semileptonically) is therefore lower than the energy of light quark jets. The hard fragmentation of the heavy quarks imparts a large boost to its decay products, which on average increases the amount of energy carried off by the neutrino and thereby further reduces the observed jet energy. As was shown in Section 5.1.2, the jet closest to the selected lepton, $E_{\text{jet}}$, is an experimental observable that is a good approximation of the heavy quark jet.

An accurate calculation of the jet energy is required to utilize the effect of missing energy to identify heavy quark jets. The response of the calorimeter depends on the type of charged particle that passes through it, so to determine the total energy of a jet a set of calibration constants is used that depends on the overall character of the jet. The algorithm used in this analysis combines the raw (i.e. uncorrected) energy from nine calorimeter regions using nine calibration constants. A gross determination of the character of the jet, based on the sum of raw energy in the hadronic and electromagnetic calorimeters, is used to choose among three sets of calibration constants: hadronic, electromagnetic and mixed. Since the showering plates in the hadron calorimeter are parallel to the beam pipe, the thickness of the calorimeter traversed by a particle originating from the interaction vertex depends on the polar angle of the track and therefore an angle-dependent correction is also applied.

Figure B.1 shows the 1991 data and Monte Carlo distributions of the energy of
FIG. B.1: Energy of the jet closest to the selected lepton in hadronic events.
$E_{\text{jet}}$ for the selected leptons in $q\bar{q}$ events. A small discrepancy between data and Monte Carlo is visible in the muon plot. The Monte Carlo muon distribution has a larger width and is shifted with respect to the data. The origin of this discrepancy has not been clearly identified. There are known small problems with the simulation of muons in the hadron calorimeter which could account for the observed discrepancy. The agreement is much improved by rescaling the Monte Carlo muon distribution by 0.95 and shifting it by 1.0 GeV. The result of this correction is displayed in Fig. B.1 and is used in the analyses that follow.

Because of the missing neutrino energy, the energy of semileptonic $b$ jets is on average lower than that of the background. The separation of the signal from the background in the $E_{\text{jet}}$ distribution, however, is not nearly as good as in the $p_T$ distribution. To illustrate this point Fig. B.2 shows the fraction of prompt $b$ decays in the sample, determined from the Monte Carlo, as a function of $E_{\text{jet}}$ and $p_T$. For high $p_T$ values the fraction approaches 90\%, with most of the background concentrated in a small region of the distribution. The most significant contribution from $E_{\text{jet}}$ occurs in the muon sample, where there is a large amount of non-heavy quark background. Using $E_{\text{jet}}$ to augment the information extracted from $p_T$ enhances the separation of prompt $b$ decays from background. The next two sections describe how this can be exploited in the likelihood fits for the asymmetry and mixing.
FIG. B.2: Monte Carlo prediction of the fraction of semileptonic $b$ decays in the selected lepton sample.
B.2 The Asymmetry Measurement

The likelihood method described in Section 5.2.5 used the $p_T$ distribution of the selected lepton to calculate the event probabilities $P_k$ for the likelihood function defined by Eqs. (5.5) and (5.6). To include the jet energy information, $E_{\text{jet}}$ can be added as a second dimension to the binning space: $P_k \rightarrow P_k(p_T, E_{\text{jet}})$, where $E_{\text{jet}}$ was restricted to the region 6-66 GeV. The number of divisions in $p_T$ and $E_{\text{jet}}$ are labeled $N_{pT}$ and $N_{E_{\text{jet}}}$, respectively. The total number of bins is simply $N_{\text{bins}} = N_{pT} N_{E_{\text{jet}}}$. The general problem of selecting the optimal number of bins arises, and again the sensitivity function defined by Eq. (5.7) was used as a guide to the appropriate choice.

Since the total number of bins grows geometrically, a lower value for $N_{pT}$ was chosen compared to what was used in the $p_T$-only fit of Section 5.2.5. The number of $p_T$ divisions was fixed at ten, which maintains a high average bin population in the fit without sacrificing much sensitivity to $p_T$. With this choice of $N_{pT}$ the sensitivity as a function of $N_{E_{\text{jet}}}$ is plotted in Fig. B.3. As expected, the sensitivity increases with the number of bins and the improvement is much more pronounced in the muon sample. To check that the increased sensitivity was not the result of a quirk in the binning scheme, $E_{\text{jet}}$ was replaced with $E_{\text{rndm}}$, a random variable that has the same overall shape. The total $E_{\text{jet}}$ distribution can be crudely approximated by a Gaussian of width 9.6 GeV and mean 36.4 GeV. A random number, $E_{\text{rndm}}$, generated from this Gaussian distribution was assigned to each data and Monte Carlo event. The sensitivity function using $E_{\text{rndm}}$ in place of $E_{\text{jet}}$ is also displayed in Fig. B.3. No improvement in sensitivity is observed for $E_{\text{rndm}}$ since it carries no information about
FIG. B.3: Sensitivity to prompt b decays binned in $p_T$ and $E_{jet}$, with $N_{pT} = 10$. 
the desired signal.

A plateau in the sensitivity plots of Fig. B.3 occurs at \( N_{E_{\text{jet}}} = 6 \), and for this value the results of the likelihood fit for \( A_{bb}^{\text{obs}} \) are given in Table B.1. Also listed in the table

Table B.1: Asymmetry determined from likelihood fit with different binning choices.

<table>
<thead>
<tr>
<th>lepton</th>
<th>( N_{pT} = 10, N_{E_{\text{jet}}} = 6 )</th>
<th>( N_{pT} = 60, N_{E_{\text{jet}}} = 1 )</th>
<th>( N_{pT} = 10, N_{E_{\text{rndm}}} = 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>0.05357 ± 0.01831</td>
<td>0.05217 ± 0.01865</td>
<td>0.05291 ± 0.01905</td>
</tr>
<tr>
<td>e</td>
<td>0.06804 ± 0.02540</td>
<td>0.06557 ± 0.02550</td>
<td>0.07354 ± 0.02566</td>
</tr>
<tr>
<td>Total</td>
<td>0.05930 ± 0.01481</td>
<td>0.05761 ± 0.01501</td>
<td>0.06109 ± 0.01525</td>
</tr>
</tbody>
</table>

is the result using \( N_{pT} = 60 \) and \( N_{E_{\text{jet}}} = 1 \) and the result using \( E_{\text{rndm}} \) in favor of \( E_{\text{jet}} \). The former, which will be compared to the result of the \( E_{\text{jet}} \) fit, is identically equal to the \( p_T \)-only fit in Section 5.2.5 with \( N_{\text{bins}} = N_{pT} = 60 \). Since this fit has the same total number of bins as the \( E_{\text{jet}} \) fit, any dependence of the error on the bin population should be minimized in the comparison of the results.

It was observed in the data and from Monte Carlo studies that if the asymmetry is small (less than 0.2), then the statistical error is approximately independent of the value of the asymmetry. This can also be seen directly from the asymmetry error in the counting method:

\[
dA = \sqrt{(1 - A^2)/N}.
\]

Therefore, the errors from the different binning schemes listed in Table B.1 can be compared directly. By including \( E_{\text{jet}} \) information in the fit, the errors are reduced by a small amount. The total improvement is less than 2\%, most of which comes
from the muon sample. The errors are correspondingly increased by using $E_{\text{rdm}}$, but again the change is small, less than 2%. These results were independently confirmed by using a subset of the Monte Carlo as input data. The same change in the errors in the fits using $E_{\text{jet}}$ and $E_{\text{rdm}}$ were observed.

**B.3 The Mixing Measurement**

In the likelihood method of Section 5.3.3, which was used to measure the $B^0$-$\bar{B}^0$ mixing parameter, the event probabilities, $P_k$, were determined in a way analogous to the asymmetry fit. Since there are two leptons per event in the mixing sample, the joint probability is two dimensional: $P_k = P_k(p_{T1}, p_{T2})$, where $p_{T1}$ and $p_{T2}$ are the transverse momenta of the two leptons.

The straightforward approach to include $E_{\text{jet}}$ information into the fit would be to increase the binning space to four dimensions: $P_k \rightarrow P_k(p_{T1}, p_{T2}, E_{\text{jet}1}, E_{\text{jet}2})$. This proves to be intractable since the bin populations in $p_T$ are already small (see Fig. 5.22). Adding extra dimensions to the binning space would result in severely reduced statistics. To reduce the dimensionality of the problem, $p_T$ and $E_{\text{jet}}$ can be combined in the ratio $p_T/E_{\text{jet}}$. This represents a mapping of the two dimensional space $p_T \times E_{\text{jet}}$ to the one dimension space $p_T/E_{\text{jet}}$, where all leptons that fall on a line $p_T = mE_{\text{jet}}$ are mapped to the point $m$ in the new space. The distribution of this one dimensional variable is displayed in Fig. B.4. The overall shape of the distribution is similar to the $p_T$ plot in Fig. 5.20 the major difference being that the background is slightly shifted to lower values of $p_T/E_{\text{jet}}$. 
FIG. B.4: Comparison of 1991 data and Monte Carlo $p_T/E_{jet}$ distributions for leptons from selected dilepton events.
Incorporating $E_{\text{jet}}$ into the likelihood fit, the joint probability for the two leptons in the event is $P_k \rightarrow P_k(p_{T1}/E_{\text{jet1}}, p_{T2}/E_{\text{jet2}})$. Choosing a binning scheme analogous to what was used for the $p_T$-only case (see Section 5.3.3) leads to the selection of the cut-offs at $0.100 \pm 0.008$ for muons and $0.124 \pm 0.016$ for electrons. The sensitivity function and bin population for this binning scheme are shown in Fig. B.5. This figure also includes the sensitivity function from the fit using $p_T$ only and the fit using $p_T/E_{\text{rndm}}$. The $p_T/E_{\text{rndm}}$ distribution was generated using a random number
$E_{\text{rndm}}$ that was calculated as in the previous section.

In the samples with muons the sensitivity is greater for $p_T/E_{\text{jet}}$ than for $p_T$. In all of the samples $p_T/E_{\text{rndm}}$ exhibited less sensitivity than $p_T$. Since $E_{\text{rndm}}$ contains no information about the decay, combing it with $p_T$ tends to dilute the sensitivity.

The maximum sensitivity in each lepton pair sample is reached when $j = 5$. The results of the likelihood fit using $p_T/E_{\text{jet}}$, $p_T$, and $p_T/E_{\text{rndm}}$ with $j = 5$ divisions are listed in Table B.2. The different fits cannot be directly compared since the errors depend on the measured value of the mixing parameter. The relationship between the error and the measured value of $\chi$ is approximately linear for values of $\chi$ in the region 0.05-0.20 and depends on the lepton pair type. The relationship was determined empirically by using a subset of the Monte Carlo as the input data and randomly changing the sign of some of the leptons in the input. The cumulative result of many iterations of the above procedure is plotted in Fig. B.6. The general form of Fig. B.6 is reproduced by the counting method in the simplified case in which none of the backgrounds contribute to the mixing. The error in $\chi$ is

$$d\chi = \frac{1}{4F\sqrt{N}} \sqrt{\frac{R(1 - R)}{(1 - 2\chi)^3}},$$
FIG. B.6: Dependence of the statistical error on the measured value of $\chi$, determined from the Monte Carlo for each of the three dilepton samples.

where $R = 2F\chi(1 - \chi)$, $N$ is the total number of events, and $F$ is the fraction of events that exhibit mixing with mixing parameter $\chi$. A plot of this function shows a linear relationship between $\chi$ and $d\chi$ similar to the plots in Fig. B.6.

Using the slopes of the fitted lines in Fig. B.6 the statistical errors in the $p_T$-only fit were rescaled to the value of $\chi$ measured in the $p_T/E_{\text{jet}}$ and $p_T/E_{\text{rdm}}$ fits and are compared to the results in the $p_T/E_{\text{jet}}$ and $p_T/E_{\text{rdm}}$ fits in Table B.3. The fractional

Table B.3: Percentage change in the scaled error on $p_T$ compared to the error from either $p_T/E_{\text{jet}}$ or $p_T/E_{\text{rdm}}$, as observed in the data and Monte Carlo.

<table>
<thead>
<tr>
<th>lepton pair</th>
<th>$p_T/E_{\text{jet}}$</th>
<th>$p_T/E_{\text{rdm}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>data</td>
<td>MC</td>
</tr>
<tr>
<td>$\mu \mu$</td>
<td>-4.6</td>
<td>-4.5</td>
</tr>
<tr>
<td>$\mu e$</td>
<td>-0.7</td>
<td>-0.7</td>
</tr>
<tr>
<td>$ee$</td>
<td>-3.6</td>
<td>1.9</td>
</tr>
</tbody>
</table>
change in the error is listed in the table as a percentage. Results using 1991 data and a subset of the Monte Carlo as input to the fit are included. The expected and observed behavior of the lepton pairs that contain muons agree quite well. A nearly 5% improvement in the \( \mu \mu \) sample and a small improvement in the \( \mu e \) sample were achieved in the \( p_T/E_{\text{jet}} \) fit. No improvement was expected in the \( ee \) sample, and due to the low statistics for this category, fluctuations of the error obscured any clear effect. On the other hand, the fits that used \( E_{\text{rdm}} \) showed an increase in the errors. Overall, the expected improvement in the combined fit by binning in \( p_T/E_{\text{jet}} \) was less than 3%.
Appendix C

Higgs Mass

The current LEP results predict that the top mass is likely to be within reach of the Tevatron collider at Fermilab. A combined analysis of data from all four LEP experiments using the Standard Model [94] resulted in a top mass prediction of

\[ m_t = 157_{-25}^{+22} \text{ GeV}. \]

The error does not include the effect of varying the Higgs mass, which was taken to be 300 GeV. The effective weak mixing angle for the top mass given above is

\[ \sin^2 \theta_W = 0.2327 \pm 0.0008. \]

These results represent roughly half a million Z events per LEP experiment.

The Tevatron collider is in the process of upgrading its main injector accelerator complex. When completed it will increase the luminosity of the collider by a factor...
of five. With this upgrade and one full year of running, it is estimated that the two collider detectors, CDF and D0, would be able to detect a top quark with a mass as high as 150 GeV and measure its mass with a precision of ± 5 GeV [95].

Making the optimistic assumption that the top quark will be observed at Fermilab raises the question of how well the Higgs mass could be predicted from LEP data. Figure C.1 shows the Standard Model relationship between $\sin^2 \theta_W$ and the Higgs mass for fixed values of the top mass. In the plot, $m_Z$ and $\alpha_s$ were fixed to the L3 measured values (given in Chapter 6). The one standard deviation limit from the current LEP measurement of $\sin^2 \theta_W$ covers the range $m_H = 50$-1000 GeV. Significantly higher statistics are therefore required in order to place a meaningful bound on the Higgs mass. Already the lower bound, $m_H > 60$ GeV, has been made from direct searches.
for the Higgs at LEP [96]. Also note that $\sin^2\theta_W$ is very sensitive to a low mass Higgs ($m_H < 200$ GeV) but not to a high mass Higgs.

At the level of 30 million Z events per LEP experiment, which is only an order of magnitude more data than what is being handled now, the error on $\sin^2\theta_W$ could be brought down to $\approx 0.0001$. This presupposes that systematic errors could be satisfactorily controlled. Contemplating errors smaller than 0.0001 would be presumptuous at this point since current theoretical uncertainties in the Standard Model calculations of $\sin^2\theta_W$ are already of this size. The one standard deviation region covered by such an error for two different Higgs mass scenarios, light ($m_H = 100$ GeV) and heavy ($m_H = 800$ GeV), is given in Fig. C.1. In the light Higgs scenario the one standard deviation bound on the mass from $\sin^2\theta_W$ is approximately $\pm 60$ GeV, while it is more than $\pm 300$ GeV in the heavy Higgs scenario. If the Higgs is relatively light than radiative corrections from LEP data could give an early indication of its mass; however, not much can be learned for a heavy Higgs.

While, it may not be possible to make a precise prediction of the Higgs mass from LEP data, it may be possible to distinguish between a heavy Higgs from a light one. This has important consequences for the direct search for the Higgs. It is difficult to observe Higgs decays at the SSC and LHC if the Higgs mass is less than twice the mass of the Z. If the LEP data could indicate which side of this boundary the Higgs mass falls, then it would provide a useful guide to the SSC and LHC experiments as to where to invest the most effort in the Higgs search.
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