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Abstract

In the first part of this thesis, we describe an analysis of J/v produced in the
forward direction in the reaction #N — ptu~X. The data for this analysis were
collected by Fermilab experiment E615. We measured the cross section for J/+
production and the angular distribution of muons from J /1 decay. We found ev-
idence for longitudinal polarization of J/¢ produced in the kinematic limit where
the J /4 carries a large fraction of the incident pion’s longitudinal momentum. This
is the first experimental observation of longitudinal polarization of J/v produced
in hadronic interactions.

In the second part of this thesis, we describe the construction and calibration of
a large Bismuth Germanate (BGO) electiromagnetic calorimeter designed to study
ete~ collisions at center-of-mass energies near the Z; mass. The calorimeter is a
subdetector of the L3 detector and will be installed in the Large Electron Positron
collider (LEP) of the European Organization for Nuclear Research. We present
the results of a calibration of the calorimeter in an electron test beam at electron
energies of 2, 10, and 50 GeV. We show that the accuracy of the calibration is 0.8%
at 2 GeV, improving to better than 0.5% at 10 GeV and above.
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Part I

Forward Production of J/¢ in
Hadronic Interactions



Chapter 1

Introduction

Since Mendelejev first showed that the elements could be arranged in a periodic
table, elucidation of the fundamental structure of matter has been a pursuit at the
forefront of science. In the currently accepted view of the world (the Standard
Model), matter is divided into two categories: leptons and hadrons. The best
available probes show no internal structure in leptons; they appear to be point-
like, fundamental objects. However, hadrons do have internal structure. They are
believed to be bound states of more fundamental objects, quarks, which are held
together by carriers of the strong interactions, gluons.

The essential difference between quarks and leptons is that quarks participate
in the strong interaction. Quarks have a quantum number, referred to as color,
which is the strong-interaction analog of the electromagnetic charge. Leptons have
neutral color. The coupling of the strong interaction is so large that single quarks
have never been observed in isolation. The best available theory describing the
strong interaction is Quantum Chromodynamics (QCD). The complete Lagrangian
for QCD is known, but the strength of the coupling makes calculation in the theory
so difficult that it has not been used to calculate the masses of the observed hadrons
or the distribution of quarks within hadrons.

The quark-parton model, in which hadrons are treated as a collection of nonin-
teracting quarks and gluons, has been found to provide a useful first approximation
to the correct theory. The success of the model is due to a property of the strong
interaction known ‘as asymptotic freedom: the QCD coupling becomes small at
small distances or, equivalently, large momentum transfer. The parton model does
not predict the form of the quark distribution with hadrons. However, it does pro-
vide a convenient language to discuss experimental results. In addition, since the
strong-interaction coupling constant at high energies is relatively small, the parton
model provides a starting point for the calculation of QCD-based corrections for
high-energy processes. Predictions based on such calculations provide ways to test
some aspects of QCD.
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Because leptons do not participate in the strong interaction, it _is possible to
use leptons as probes to measure the quark distribution within hadrons. The first
indication of point-like constituents within hadrons came from ‘deep-inelastic’ scat-
tering experiments [1]. The fundamental deep-inelastic scattering process in the
quark-parton model is shown in Fig. 1.1. In these experiments, a beam of leptons
is focused onto a hadron target and the angular distribution of scattered leptons is
measured. The experiment is similar to Rutherford’s scattering experiment which
revealed the presence of nuclei within atoms. At lepton energies large enough to
probe subnuclear distances, the observed cross section takes on the form of a sum
of cross sections from point-like objects. Each scattering event is the result of an
interaction between the lepton and a single quark, therefore the properties of quarks
within the hadron can be determined from the scattering cross section.

A complementary approach to the study of hadron structure is to measure the
spectrum of dimuons produced in hadron-hadron collisions. This technique was
pioneered by a group headed by Lederman in a study of the reaction pN — ptu~X
[2]. Experiments of this type are often interpreted using a theoretical framework ini-
tially developed by Drell and Yan [3). Their description uses the quark distribution
functions and the assumptions of noninteracting quarks and asymptotic freedom of
the parton model. They considered electromagnetic annihilation of a quark and an-
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tiquark to a virtual photon which then decays to a lepton-antilepton pair, as shown
in Fig. 1.2. The process is basically the deep-inelastic scattering diagram of Fig 1.1
with the time order of one lepton leg and one quark leg reversed. In addition to the
ptp~ pair, a large number of other particles are produced when the two hadrons
fragment. However, in the approximation that the transverse momentum of the
quark and antiquark are small, the quark-antiquark initial state can be completely
determined by the final-state dimuon. Therefore the physics of quarks can be stud-
ied by concentrating on the final state of the muon pair. To relate the process to
the structure of hadrons the initial state of the hadrons must also be measured.

The reaction hyh; — 1~ X is more complicated than deep-inelastic scattering
because two hadrons are present. The quark distributions of both hadrons must be
analysed simultaneously. However, the reaction is a very useful experimental tool
because it makes possible the study of the structure of unstable, but long lived,
hadrons and because it explores a different kinematic region than deep-inelastic
scattering. In particular, experimental results on the Drell-Yan interaction when
one quark carries a large fraction of the momentum of an incident pion have shown
that the angular distribution of the decay leptons at high =z, is strikingly different
from that at low z, {4] (we will use z, to indicate the fraction of the incident pion’s
longitudinal momentum carried by its constituent involved in the interaction). This
change in angular distribution was predicted using a model of ‘higher-twist’ QCD
corrections to the initial state of the Drell-Yan process [5]. The kinematic limit at
large z,, inaccessible to deep-inelastic scattering, provides a means by which some
of the properties of QCD can be tested.

The process hihy — [t1~ X can be used to study hadrons produced as interme-
diate states as well as the properties of the hadrons A; and h;. The virtual photon
in the Drell-Yan process can be replaced by any intermediate state with electromag-
netic couplings which has the correct quantum numbers. The first-discovered parti-
cle containing charmed quarks, the J /i, was observed in the reaction pBe — ete~ X
(it was independently discovered in ete~ collisions) [6,7].

This thesis is an analysis of J /4 produced in the reaction 7N — p*p~X in data
collected by Fermilab Experiment E615. E615 is the third in a series of experiments
done by a collaboration between the University of Chicago and Princeton Univer-
sity, which studied the reaction n¥ — ptu~-X. The first experiment, E331, mainly
studied the production of the J /¥ particle. Measurements were made of the depen-
dence of the J /9 production cross section on the kinematic variables of the J/4 and
on the nuclear composition of the target [8]. The second experiment, E444, was
better able to study the Drell-Yan process[9] and produced the first measurements
of the quark structure of the pion [10]. E444 also extended the measurements of
the J/4 made by E331 [12]. Building on the results of the previous experiments,



E615 was designed to extend the study of the Drell-Yan process for dimuons with
large invariant mass in the kinematic limit where a single quark carries most of the
momentum of the incident pion (high z.). The experiment was designed to mea-
sure only the momenta and trajectories of the outgoing muons, since this provides
sufficient information to reconstruct the quark interaction, as discussed above. The
experiment had good acceptance for muons emitted in the forward direction, since
this is necessary to study interactions of particles with high z,.

The experiment collected a total of 40,000 dimuon events with invariant mass
greater than 4 GeV/c®. As a ‘background’ to the desired signal, the experiment
also collected more than one million dimuon events from J /4 decays. This thesis
is an analysis of the J/v signal. The results of the analysis have been published
previously [11]. The goals of the analysis were to determine the dependence of the
cross section for J/49 production on the transverse momentum and on the fraction
(zF) of the total longitudinal momentum of the hadrons carried by the J/¢, and to
study the angular distribution of the muons from J /v decays. The analysis extends
the results of a separate analysis of an early sample of 80,000 J/v from E615 [13].

A unique contribution is made to the understanding of hadronic J/4 production
at high zr because the design of E615 and the large number of events obtained
make possible a much more detailed investigation of this kinematic extreme than
was previously possible. Since this analysis was done after the change in the muon
angular distribution in the Drell-Yan process at high z, was observed, particular
emphasis was placed on determining if the angular distribution of muons produced
by J/4 with large x5 differed from the isotropic distribution previously found at
low zr [13]. The presence of a change in the angular distribution would taken as an
indication of QCD corrections and could provide additional evidence for higher-twist
effects in QCD.

In the remainder of this chapter, we introduce the reference frame and kinematic
variables used in the analysis, present a theoretical framework for the analysis, and
motivate our interest in the angular distribution of the decay muons. In the second
chapter we discuss the design of the experiment, emphasizing the problems inherent
in the study of the Drell- Yan process and the requirements for good acceptance for
forward muons. In the third chapter we describe how the physical quantities of
interest are derived from the measurements made. In the last chapter we present our
measurement of the cross section for J/1 production and the angular distribution
of the decay muons and discuss our results.
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1.1 The Kinematic variables

Before discussing the experiment or the theoretical background in greater detail,
we will first introduce the coordinate systems used to describe the interaction.
Three coordinates systems are used. The first is the laboratory frame in which
all of the measurements were made. The second is the pion-nucleon center-of-
mass reference frame, which is used to relate the kinematics of dimuon production
to the distributions of quarks (and gluons) within the hadrons. The third frame
is the dimuon center-of-mass frame, which is used to analyse the muon angular
distribution.

We begin by defining the variables used to describe the incident pion and nucleon
and the outgoing muons as measured in the laboratory reference frame. The nucleon
was taken to be at rest. No attempt was made to account for the Fermi motion
of the nucleons because any correction applied would have necessarily been model
dependent.

(Ex,P,) = the momentum four vector of the incident pion
M, = the mass of the pion
My = the average mass of a nucleon
s = the wN center-of-mass energy squared
= 2E.My + M.?+ My*
(B4, I-’;) = the momentum four vectors of the u* and p-

Next, we present the variables used to describe the total momentum of the
quark-antiquark, or equivalently, muon-antimuon pair. We can define the invariant
mass, M, of the pair independent of any coordinate system. For the other variables
we chose the direction of the pion momentum as our reference axis, the z-axis,
and work in the pion-nucleon center-of-mass frame. We define the longitudinal
momentum, Py, of the pair as the component of the momentum parallel to the
z-axis and the transverse momentum, Pr, as the momentum perpendicular to the
z-axis. For the analysis, rather than use Pr, we will use zy, which is the fraction
of the maximum possible longitudinal momentum, Py ., carried by the pair. We
have calculated Pf ... assuming a massless recoil system. One more coordinate, @,
is needed to completely specify the muon-pair-momentum four vector. We define &
as the angle between the pair momentum and vertical in the plane perpendicular
to the incident-pion momentum.

M = the invariant mass of the u*p~ pair
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= V(By+ By~ (P, + Py
Pp = the longitudinal momentum of the pair

= E'_LM,,’X(E +P)-P, - |ﬁ*|u

Vs va
Ppomez = the maximum possible Py in the 7N center-of-mass frame
ﬁ M? , 4 PTZ 1/2
= 2|07
zp = the longitudinal momentum fraction of the pair = Pr/Prmae
Pr = the transverse momentum of the pair

= |(ﬁ++ﬁ—)_(ﬁ++ﬁ—)'ﬁwﬁr|
& = the azimuthal angle of (P, + P_)

We now introduce coordinates to describe the quark (or gluon) momenta before
the interaction. The system of coordinates used was chosen to describe the Drell-
Yan process, i.e., an interaction with a quark-antiquark pair in the initial state.
The initial state in J /9 production is thought to be more complex, involving gluons
as well as quarks, but we will use the same coordinate system. The variables z, and
zy are the longitudinal momentum fractions of the pion and nucleon constituents
involved in the interaction. They are related to the momentum fraction of the muon
pair, zr, the center-of-mass energy squared, s, and T = M?/s by

z.oy=71 and z,—zn=zr(l-T) (1.1)

The last set of coordinates we need to introduce describe the angular distribution
of the muons. The choice of reference frame should be made in a way which high-
lights the physics of interest. One of the axes of the reference frame should be
parallel to the momenta of the interacting quarks. Because of the motion of the
quarks within the hadrons, we are ignorant of the exact conditions of the quark
interaction and must instead define the frame in terms of the motion of the hadrons.
Because the apparatus was designed with its longitudinal axis closely parallel to the
beamline, the analysis is simplest when the incident pion momentum is used as a
reference axis. We have chosen to use the {-channel, or Gottfried-Jackson, frame.
This frame is a rest frame of the dimuon system which has its z*-axis aligned with
the pion momentum.

We define the muon angles relative to the u*. Since the i-channel frame is a
rest frame of the muon pair the g~ angles are the complements of those for the
p*. The angles are shown in Fig. 1.3. In the ¢-channel frame the 2*-axis is aligned
with momentum of the incident pion, 7, and the z*-z* plane is determined by ¥
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Figure 1.3: Momenta in the t-channel

and momentum of the nucleon, N , so that 8" is the angle between the u* and =
momenta and ¢* is the angle between the u*u~ plane and the wN plane. The
variables used to describe the muons in the final state are

¢t

cos§® = the cosine of the angle between p; and p,

the angle of the 7. relative to the plane containing #, and py

In summary, we used as independent variables M, zp, Pr, ®, cos§*, and ¢*.
These six variables are calculated from the six variables (the momentum three vec-
tors of two muons) found by the track-reconstruction procedure. The determination
of zp also requires knowledge of the incident momentum of the pion. Since the tar-
get was not polarized, the cross section cannot depend on ® and we have averaged
over this variable in all of the results presented in this analysis.

1.2 Hadron Structure

Current theories of the interactions of subatomic particles deal primarily with
the quark and gluon contents of particles rather than the particles themselves.
Fermilab experiment E615 studied the interaction of high-energy pion beams (both
#* and 7~ ) with a tungsten target. We are therefore interested in the quark and
gluon composition of 7+, #~, protons, and neutrons.



1.2. Hadron Structure 9

Particle P n (= =~
Valence quarks | vud udd | ud @d
B (valence) 3-4 1.2+ 0.2
B (sea) 8+1 8+1
B (gluon) 4-7 2-3

Table 1.1: Constituents of p, n, #*, and =~

The constituents of hadrons are divided into three groups of particles, valence
quarks, sea quarks, and gluons. The valence quarks determine the observed quan-
tum numbers of the hadron. The valence quarks of the four hadrons of interest are
given in Table 1.1. The sea quarks are ‘virtual’ particles created in ¢§ pairs from
quantum fluctuations of the fields within the hadron. The sea is thought to consist
of equal parts of u, i, d,d with the s,5 component suppressed by a factor of 2. The
relative proportion of a type of quark in the sea is inversely proportional to its mass,
so only a small component of ¢,¢ and heavier quarks. The third group of particles
are the gluons.

Most experiments on hadron structure done at high momentum transfer have
concenirated on the longitudinal-momentum distribution of the constituents. This
is the variable of primary importance in scattering experiments. The spin distribu-
tion is also of interest, but its measurement requires a polarized beam and target.
The experiment considered here used an unpolarized beam and target.

The longitudinal-momentum distribution of the constituents is commonly de-
scribed by a structure function, f(c), defined as the probability that a constituent
carries a fraction z of the total momentum of the hadron multiplied by the mo-
mentum fraction. The structure-functions used in this analysis were taken from a
previous analysis of the E615 experiment{15]. The nucleon structure function show
that approximately 35% of the total momentum is carried by the valence quarks,
15% is carried by the sea quarks, and the remaining 50% is carried by the gluons.

A few general properties of the structure functions are important for this anal-
ysis. We are interested in limit where a single constituent carries all of the longi-
tudinal momentum of the hadron, £ — 1. In this limit, the structure functions of
all three types of constituents are well approximated by the form f(z) ~ (1 — z)®.
Approximate values for the exponent 8 are given in Table 1.1; the values are taken
from [13,14,15]. Large values of # mean that the contribution of the constituent
decreases rapidly at large z. We can see from Table 1.1 that pions are much more
likely to have constituents with high « than nucleons and that the valence-quark
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component dominates at high = in both types of hadrons. Because pions have a va-
lence antiquark, they have a particularly large fraction of high =z antiquarks. Since
Drell-Yan events from nuclear targets are produced mainly by the antiquark compo-
nent of the incident beam, pions beams are preferred in the study of the Drell-Yan
process at high zp.

1.3 Drell-Yan Interactions

We will discuss the Drell-Yan process before discussing J /1 production because
it is a simpler and better-understood process. It also introduces all of the language
used to discuss J /1 production.

Interpretation of the production of u*pu~ pairs in hadron collisions via a quark-
antiquark annihilation model was first considered by Drell and Yan in 1970 [3]. The
process is shown in Fig. 1.2. The basic annihilation process is electromagnetic and
has a cross section of 4ra’e]/9M?, where e, is the charge of the quark-antiquark
pair and M is the dimuon invariant mass. This cross seciion includes a factor of 1/3,
which is the probability that a quark-antiquark pair will be colorless as is required
to form a ptp~ pair. To calculate the Drell-Yan cross section for 7N interactions
we must sum over the momentum distributions for all of the quarks present; gluons
have no contribution because the process is electromagnetic.

do 8ra?

1- 2
TiTder = SIE" L 7,7 s Mie(@n)fulen) + fyolan)funlew)]  (12)

where fy/x(zx) and fyn(zn) are the quark structure functions for the pion and
nucleon evaluated at mass M. For application to a particular nucleus, f;n(z)
is calculated from the proton and neutron momentum distributions weighted by
the relative numbers of protons and neutrons in the nucleus. The factor x is a
strong-interaction correction to the initial state of the parton model. First-order
calculations of x have shown it to be nearly independent of the momentum fractions
of the quarks and the mass of the dimuon {16]. Measurements of the Drell-Yan cross
section show that x ~ 2 [17].

Over most of the kinematic range, the dependence of the cross section on zr and
s and the angular distribution of the dimuons are well described by the Drell-Yan
model. However, a striking deviation from the model arises in the muon angular
distribution at large zp. In the approximation that the energy of a particle is
much greater than its mass, the helicity of the particle will be conserved by the
electromagnetic interaction. Summing the cross sections for the helicity-conserving
spin states of ¢g§ — p*p~, we find a muon angular distribution in the final state
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of the form 1+ acos? §* with o = 1. As noted above, §* is the angle between the
momentum vectors of the p* and the incident pion in the muon-pair rest frame.
We assume the antiquark momentum is parallel to the incident pion momentum.

The angular distribution, as we have presented it above, is a measure of the
alignment of the momenta of the outgoing muons with the momenta of the incoming
quarks. If we assume that the muons are produced in the decay of an intermediate
particle, a virtual photon in the case of Drell-Yan, we can relate the measured
angular distribution to the alignment of the spin of the intermediate particle with the
quark momenta using the quantum theory of angular momentum. In the discussion
below, we assume that the intermediate particle has spin-1 and decays to a pair
of spin- particles. The language used to describe the decay angular distribution
and the spin alignment of intermediate spin-1 particles comes from electromagnetic
theory.

In general, the parameter a can take on values ranging from —1 to +1. The case
o = 1 results when the intermediate particle has equal components of helicity = 41
and helicity = —1. This corresponds to a photon with electric and magnetic field
vectors pointing perpendicular to its direction of motion and is called transverse
polarization. The case @ = 0 arises when all helicity states of the intermediate
particle are equally populated. We will refer to intermediate particles which produce
an angular distribution with @ = 0 as unpolarized. The last extreme is when a = —1
which occurs when the intermediate particle has helicity = 0. This case corresponds
to a photon with an electric field vector aligned with its momentum and is called
longitudinal polarization.

At low zp the prediction of a = 1 agrees with the experimental results. However,
in measurements of the angular distribution at large zr, Fermijlab experiment E444
found a change in the angular distribution [4]. The results were consistent with an
angular distribution with @ = —1 in the limit zr — 1. The result was confirmed and
strengthened by cross section measurements made with two separate data sets taken
by E615 [18,15]. The leading explanation of the change in angular distribution comes
from a model of ‘higher-twist’ QCD corrections to the initial state of the reaction. A
theory constructed by Berger and Brodsky, which takes into account the interactions
of the two valence quarks in the pion, predicts the angular distribution will obey

2

dr ~ (1 — z,)*(1 + cos? 8") + %% sin? §* (1.3)
where . is the longitudinal momentum fraction of the annihilating antiquark and
kr is its transverse momentum {5]. This prediction adequately matches the experi-
mental data.



1.4. J/¢ Production 12

hadron \J"\—M‘E
Y
hadron f\;{—rr______
(®
hadron (F
q c
- ¢

hadron — =
(b)

Figure 1.4: J /¢ production processes

1.4 J/¢ Production

The production of J/1) is more complicated than the Drell-Yan process because
the J /1 participates in the strong interaction. The J/y can couple to quarks via
the electromagnetic and strong interactions and can couple to gluons via the strong
interaction. In addition, the J/ can be produced in the decays of other ¢ bound
states, predominately the x. A list of some possible mechanisms is presented below.

l.gg—oecc—l/Pp+g

2.9 g—cE—>1/Yp+gg
3. 99 x—1/¢+

4. 93—~ x—J/v+r

5. 94> J/¢p+X

The dominant production mechanisms over most of the range of 25 are thought
to be gluon fusion to a c€ pair with emission of a soft gluon io balance the quantum
numbers, and ¢§ annihilation via a gluon to a ¢¢ pair which forms a J/ after the
emission of two gluons [19]. These two processes (1 and 2 in the list) are shown in
Fig. 1.4. Three gluons are required in both cases to form a colorless spin-1 state
from massless colored spin-1 gluons. These processes are thought to have a large
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Figure 1.5: Quark-antiquark annihilation to J/¢

cross section because the radiated gluons can have very low energy. The emission
of low-energy gluons is highly probable.

The next most important mechanism is production of intermediate c& bound
states which then decay to a J/+), these are processes 3 and 4 in the list.! As we
will discuss in more detail below, the cross section for the production of a resonance
is proportion to the widih of the resonance. The width of the x states are more
than an order of magnitude larger than that of the J/v, so their cross sections
are correspondingly larger. The fraction of J/¢ produced in this manner can be
measured by looking for photons, from x decay, produced simultaneously with the
J /. The WA1l experiment performed such a measurement and found that 18+ 4%
of the J /1 come from x; decays and 13+ 2% come from x; decays [21]. The fraction
from xo decays is less than 1%. From measurements of the ¥’ cross section from
E615 and the known branching ratio to J/1, it has been calculated that 7% of the
J /% are the product of 1’ decays. Combining these data, we see that 40% of J/¢
are produced via decay of intermediate mesons.

Over most of the range of zp, J/¢ production via quark-antiquark annihilation
{process 5 in the list, shown diagrammatically in Fig 1.5) contributes only a small
fraction of the total cross section. We will see later that direct production of J/9
through ¢ annihilation can account for the total observed cross section at high zp.
The rate of the gluon fusion in this kinematic extreme is greatly reduced because
the valence-quark component of hadrons dominates over the gluon and sea-quark
components at high . Production of J /¢ through intermediate particles becomes
unlikely near £z = 1 because the intermediate particle is already at the kinemaltic
limit. The momentum taken by the extra particle involved in the decay tends to
decrease the momentum fraction of the J/4.

lin fact, some authors consider this process more important than the direct J/¥ production
processes of the preceeding paragraph {20].



1.4, I/ Production 14

The quark-antiquark annihilation process is of interest to us for two reasons.
First, it is important at high 25, the limit of interest for this experiment. Second, the
interaction is closely related to the Drell- Yan model. If quark-antiquark annihilation
is the dominant J /v production process at high zr, then we can expect a change
in the muon angular distribution, analogous to change observed in the Drell-Yan
interactions, at high zp. The quark-antiquark annihilation mode! would provide a
framework for interpretation of the such an effect. We present a calculation of the
process, without any higher-twist corrections, in order to estimate the contribution
of q§ annihilation at large zp.

Since J/¢ production via the g annihilation process is a resonance phenomena,
we can calculate the cross section via the Breit-Wigner resonant production formula.
The total width of the J/4 is T'y;y = 0.062 MeV. Since the mass resolution of
the experiment, 180 MeV/c? as discussed later, is much larger than the intrinsic
width of the J/¢, the observed J/v resonance will have a shape determined by
the experimental resolution function and a total cross section given by the integral
over the entire Breit-Wigner resonance cross section. To derive the cross section for
hadrons we must weight the point cross section using the structure functions, as for
the Drell-Yan case. The resulting integral is identical to the Drell-Yan cross section,
Eq. (1.2), with the electromagnetic cross section replaced by the Breit-Wigner cross
section [63].

dra’el 62
3M? -dM — M2 B+ u-Boglapy (1.4)
Jie

where By; is the branching ratio of J/¢ — ¢, B+, = 0.07 is the branching ratio
of J/¢ = ptp~, and My = 3.091 GeV/c? is the J/y mass. We estimate By by
assuming that the total hadronic width of the J/v goes to equally to ui, dd, and 53,
and that there are no direct decays to multiquark states. The branching fraction to
any given type of quark will then be the hadronic branching ratio divided by three,
80 Bgs; = 0.29. This estimate could be off by as much as a factor of 2. The cross
section for 7N — J /¥ — ptpu~ is then

doyry  4n?
Gy g e P "
Jiv
1-1
where  F(ar) = 8 3 o= [fualoa fan(en) + farslax fam(en)] (16)
q "

The function F(zr) is a summation over structure functions. The factor k is a
strong-interaction correction to the parton-model initial state which we assume is
the same for the Drell- Yan process and ] /4 production via ¢§ annihilation.
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The J /¢ production model developed so far is a direct copy of the Drell-Yan
model of quark-antiquark annihilation; the only difference is the fundamental cross
section used. We can attempt to extend the analogy past the Drell-Yan model and
write down a form for the z dependence of the angular distribution, based on the
higher-twist model of Berger and Brodsky. Experimentally, we know that the J/¢
angular distribution at low zr is isotropic. A change to longitudinal polarization
at high zr can be parameterized by

do ~ (1 — zf)® + ksin? 6" (1m
We have used zF in place of the z, that appears in the Berger-Brodsky formula of
Eq. (1.3). The difference between = and z, over the range zp > 0.75 where we
will apply this formula is less than 2%.

If ¢F annihilation were the only J/¥ production process then the parameter k
would be given by the Berger-Brodsky result, Eq. (1.3), for the Drell-Yan process,
k = 4k?/9M?. Since there are other J/y production processes, the fraction of J/¢
which are polarized, and therefore the parameter k, are reduced. We will assume
that total cross section for unpolarized J /v production scales as (1 — zy)? relative
to the longitudinally polarized part of the cross section. We can then write k as

k =A-§-A% (1.8)

where k2 and M are defined in the discussion following Eq. (1.3), and 4 is the ratio
of the cross section for the production of unpolarized J /1 via qg annihilation to the
total cross section for the production of unpolarized J/. We can determine the
value of A, independent of any angular distribution measurement, by comparing
the total observed cross section for J/i production to the cross section for J/49
production from ¢§ annihilation calculated from Eqgs (1.5)-(1.6). We find that

_ (1 - z¢)? _ Otot _8 Kk
A= R —2rf + oo where R = oe and V= o (2.9)

The variable R is the ratio of the total cross section for J/9 production (o¢s)
to the cross section for J /¢ production via ¢g annihilation (o4), and v is related to
the cross section for the production of longitudinally polarized J /4.

1.5 Nuclear Effects

Until now we have considered the interaction of the J/i with each nucleon
individually. However, we must also consider the possibility that the production
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cross section depends on the properties of the nucleus or that the J/¢ will interact
in the nucleus after it is created. The lifetime of the J /1 is 10~?° seconds. This is
significantly longer than typical strong-interaction time scales. Therefore, it is very
possible that the J /¢ will undergo interactions while still within the nucleus.

The dependence of the cross section for J/¢ production, ¢y, has been studied
by the NA3 collaboration at CERN [22) and by Fermilab experiment E444 [23).
NA3 measured oy for pions (both positive and negative) incident on hydrogen
nuclei (atomic weight = A = 1) and platinum nuclei (4 = 195.1). Assuming a
power law dependence on the atomic weight, o5/, = A%, the NA3 results give an
exponent § = 0.96 + 0.01 for the cross section integrated over all zp and all Pr.

Also interesting are the results on the z and Pr dependence of §. The NA3
experiments found that § decreases with increasing zp. The results quoted are
that § = 0.97 for 0 < zr < 0.2 decreasing to § = 0.77 for 0.8 < zp < 1.0. This
is in opposition to the E444 data which show no variation in § versus zr. There
is statistically significant disagreement between the two experiments. For the Py
dependence, the NA3 analysis shows § = 0.91 for Pr < 0.5 GeV/c, increasing to
6 = 1.09 for 3.5 < Pr < 4.0 GeV/c. The E444 results show the same trend. The
enhancement in heavier nuclei at large Pr is interpreted as evidence that the J /v
reacts in the nucleus after it is created. These reactions increase the Pr of the J /v
after it is produced.
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Apparatus

The E615 apparatus is shown in figure 2.1 [24]. The main parts of the apparatus
are:

o the tungsten target.
¢ the absorber, used to filter out all particles except muons.

# the selection magnet and trigger scintillators, used to select muon pairs with
high invariant mass.

¢ the analysis magnet and wire chambers used to measure the momenta and
trajectories of the muons.

A very important consideration in the design of E615 was the reduction of back-
ground events. The cross section for the Drell-Yan process is much smaller than
the cross sections for the background hadronic processes. In E615 only 1 in 10°
incident pions produced a p*pu~ event with invariant mass greater than 4 GeV/c2.
Most of the beam interacted hadronically, producing a large background of par-
ticles. In addition, 20% of beam did not interact in the target. Absorbing these
background particles without also eliminating the desired muon signal was possi-
ble because muons readily penetrate matter. Several meters of material, placed
between the target and the detector, stopped electrons and hadrons leaving only
muons and neutrinos. Therefore, any charged particle emerging from the absorber
wWas a muon.

The remaining background can be divided into two categories: muons from the
decay of beam particles (halo muons), and muons from the decay or interaction of
hadrons produced in the target (secondary muons). Holes in the trigger scintillators
along the beamline prevented triggering on most halo muons. Halo muons outside
the beam pipe were rejected by scintillators upstream of the target. Secondary
muons could be produced from secondary hadrons either singly by weak decays, or
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Figure 2.1: The E615 apparatus
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in pairs by electromagnetic decays or interactions. Accidental pairs involving singly
produced muons and muon pairs generated from secondary hadrons both tended to
have low invariant mass and were eliminated by a sophisticated trigger which made
an approximate determination of the dimuon mass online. An essential part of the
trigger was the ‘selection magnet’ which was designed to give high-invariant-mass
dimuons an easily identifiable signature.

After leaving the absorber, the muons were detecied and measured by a series
of wire chambers and scintillators. To achieve high resolution in reconstruction of
the dimuon trajectories at the interaction point, the absorber was constructed to
minimize multiple scattering. The ‘analyzing magnet’ was needed to determine the
muon momenta.

We have just given a quick introduction to the main features of the E615 ex-
periment. Each part of the apparatus will be discussed in greater detail in the
remainder of this chapter.

2.1 The Beam and Target

The pion beam used for E615 was a secondary beam produced by steering a
800-GeV/c proton beam, extracted from the Fermilab Tevatron, at a beryllium
production target. The secondary beam could be run with either positively or
negatively charged particles. The momentum of beam particles reaching the target
was restricted to a range of op/P = 3.4%. The central momentum of the incident
beam for the data analysed here was 252 GeV/c [27].

The central momentum was chosen to maximize the yield of pions while keeping
the proton and kaon backgrounds at acceptable levels. Using results of previous
studies of the secondaries produced in proton interactions, the hadronic composition
of the beam at the experimental target was calculated to be 53.8% pion, 42.1%
proton, and 4.1% kaon for the n* beam and 92.8% pion, 1.7% proton, and 5.5%
kaon for the m~ beam|24]. There were also leptons in the beam. In terms of total
number of charged particles, the negative beam was 7.2% e~ and 1% x~ and the
positive beam was 2.4% et and 0.5% u*. The lepton component does not contribute
to Drell-Yan or J/¢ production, but is important in determining the pion intensity.

The secondary beam had an intensity of 2 x 10° pions per second during the spill
of 20 out of 60 seconds per accelerator cycle. This high intensity was necessary to get
a large sample of high-mass Drell-Yan events, but precluded tagging or measuring
the momentum of the incident particles on an event-by-event basis. Identification
of the incident particles was not necessary for the #~ beam, but would have been
useful for the 7t beam. The flux of the beam was monitored by ionization chambers
which counted the total number of charged particles. The total number of pions on
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target for the 250-GeV/c running was calculated from the measured total number
of beam particles, adjusting for the non-pion contamination and the detector dead
time, to be 5.5 x 10'® x~ and 3.8 x 103 .

The experimental target was a 5.1-cm-diameter, 20.3-cm-long cylinder of tung-
sten. In studies of the Drell-Yan process on a variety of different nuclear targets,
the Drell-Yan cross section, opy, has been observed to vary linearly with the atomic
weight, A, of the nucleus, opy ~ A'°. However, the cross section, og, for inelastic
hadronic interactions scales as oy ~ A% [25]. The fraction of pions producing
Drell-Yan events varies as the ratio of the two cross sections, opy/og ~ A%
Therefore tungsten’s large atomic weight produces a favorable yield of Drell-Yan
events, an increase of 3.5 relative to a hydrogen target.

There was a gap of 46 cm between the target and the absorber. This gap was
made larger than the experimental z resolution of event vertex, ~ 30 cm, in order
to separate interactions that occurred in the target from those that occurred in the
absorber. Given that we can successfully identify interactions which occur in the
target, we can constraint the point of production to lie within the target. Tungsten’s
short interaction length for pions, 12 cm, allowed use of a small target. The target

constraint on the event vertex improved the dimuon mass resolution by roughly
20%.

2.2 The Absorber

The absorber was designed to stop all particles except muons and neutrinos,
while minimizing the error in the reconstruction of the muons tracks due to multiple
scattering. The length required for the absorber is proportional to the hadronic
absorption length, Ry, of the material used. The mean angular deflection of muons
in material of given pion absorption power is ¢rm, ~ /Ro/Xo, where X, is the
radiation length of the material. To minimize ¢pm, one should use with low 2
materials. The absorber was constructed using the two lowest-Z materials readily
available. It contained 3.2 m of beryllium (Z = 4) and 4.1 m of graphite (Z =
6). Graphite was used for part of the absorber because only a limited amount of
beryllium was available and was placed downstream because the detrimental effects
of multiple scattering decrease nearer to the wire chambers. In total, the absorber
was 15 hadronic interaction lengths (35 radiations lengths) long.

2.3 The Selection Magnet

The absorber was contained inside the gap of a 400-ton dipole magnet, the
selection magnet. To maximize the magnetic field, the magnet was constructed
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in sections. The gap inside each magnet section was made only large enough to
contain the tracks of muons produced in the target which would pass through the
wire chambers. By minimizing the gap of the magnet, one maximizes the magnetic
field produced by a given magnet current and number of turns in the magnet coil,
which were fixed by engineering constraints. The integral of the vertical component
of the magnetic field was 10.7 Tesla:m along a line passing through the center of
the magnet. The field imparted a transverse-momentum kick of 3.2 GeV/c in the
horizontal plane to muons passing through the detector. The magnet swept very
low-mass (less than 1 GeV/c?) dimuons out of the detector volume and provided a
means for the trigger to identify high-mass (greater than 3 GeV/c?) dimuons.

2.4 The Trigger

The triggers used information from the scintillators. The A and B scintillators,
not shown in Fig. 2.1, were used to veto muons produced by decay of particles in
the beam, and the C, D, E, and F scintillators were used to do crude online event
reconstruction for the trigger., The level-1 trigger required at least two hits in each
bank C-E and no hits in banks A or B. Wire chamber readout began after each
level-1 trigger. The level-2 trigger required that the projection of at least two of
the tracks in the elevation view pointed back to the target. In the elevation view
the magnets cause no bending so the extrapolation of the tracks is straightforward.
When the level-2 trigger was satisfied, the scintillator patterns and wire-chamber
data were stored in buffers to await the outcome of the level-3 trigger decision.

The level-3 trigger did more sophisticated processing in order to reject dimuons
with an invariant mass of less than 2 GeV/c?. The trigger operated by recognizing
patterns indicative of high-mass muon pairs, rather than performing an explicit
calculation of the pair’s mass. Toillustrate the principle, we consider a pair of muons
in the bending plane of the selection magnet, each with transverse momentum of
3.2 GeV/c. The invariant mass of the pair is 6.4 GeV/c2. If the muons are bent
inwards, then the transverse momentum of each muon will be exactly balanced by
the kick of the magnet and the muons will leave the magnet with parallel tracks.
Lower-mass dimuons will have diverging tracks and higher-mass dimuons will have
converging tracks. In practice, it was found that the angle between the muon tracks
was well correlated with the dimuon mass for a wide range of asymmetric decays.

The level-3 trigger was designed to identify high-mass dimuons based on whether
the tracks were diverging or converging. Using the pattern of hits in the C and D
scintillators, possible pairs of tracks were identified. For each pair, three distances
between the pair of hits within each scintillator bank were calculated, (two in the
bending plane and one perpendicular). From the three differences a 16-bit word
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was formed. A calculation of the sign of each individual track from scintillator
hits provided two additional bits of information. The 18-bits were then fed into
a look-up table which generated the decision to accept or reject the event based
on prior calculation of the masses of the pairs which could generate that 18-bit
description. The average time required for the level-3 trigger decision was 1.5 us.
Events satisfying all three triggers were writien to tape. Every thousandth event
satisfying the level-1 trigger was also written to tape. It was found that the level-3
trigger reduced the ratio of events with mass less than 2 GeV/c? to those with mass
greater than 4 GeV/c? by a factor of 12 {24].

2.5 The Wire Chambers and Analysis Magnet

The trajectories of muons leaving the absorber were measured using multiwire
proportional chambers (MWPC’s) and drift chambers to make accurate position
measurements. Another magnet, the analysis magnet, was located between the two
sets of drift chamber so the momentum of the muons could be determined.

The drift chambers provided position measurements with a resolution of 290 um,
the MWPC resolution was 750 um. The distance covered by the chambers upstream
of the analysis magnet was about four meters. Downstream the chambers extended
over five meters. So one would expect the angular resolution of the detector to
be about 0.08 mrad upstream and 0.06 mrad downstream. The analysis magnet
generated a field integral of 2.9 Tesla-m. For a 125-GeV/c muon this would cause
a deflection of 7 mrad. So the expected momentum resolution is roughly 2% for
the component of the momentum in the plane perpendicular to the magnetic field.
We have somewhat underestimated the resolution because the effective position
resolution for a set of chambers is better the resolution of any individual chamber.
The momentum resolution found from the event reconstruction is 1% at 125 GeV/c.

Examining the observed invariant mass spectrum near J /v mass, we found that
the experimental mass-resolution function was roughly gaussian. Fitling to the
data for zr > 0.80 we found a width of 178 +2 MeV/c®. A Monte Carlo simulation
of the experiment confirmed that the mass resolution was dominated by multiple
scattering in the target and absorber.
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Analysis

The goal of this analysis was to obtain the cross section for the production of
J/+ as a function of zp and Pr and to measure the angular distribution of muons
from J /9 decay. This chapter will attempt to explain how the physical quantities
of interest were extracted from the measurements made with the apparatus. First,
we will describe the reconstruction of muon trajectories in the detector and the
calculation of dimuon kinematics at the interaction point. Second, we will describe
the method used to separate the J/+ signal from events produced by continuum
interactions and the limitations on the measurements that could be made with our
data sample. We will then discuss how to correct for the acceptance of the detector
and determine the true cross section from the measured number of J/+.

3.1 Event Reconstruction and Selection

The general event-reconstruction procedure common to all analysis done on E615
data has been described in detail in the other theses from E615 [13,15,17,26,27).

The first step of the event reconstruction used the information from the scintil-
lator banks to do a fast calculation of the mass of the muon-antimuon pair with a
mass resolution of about 250 MeV/c?. The calculation was very quick and was used
1o eliminate events with mass less than 2 GeV/c? early in the analysis. The calcu-
lation was essentially a repeat of the online level-3 trigger, but was more accurate
because it used a better algorithm and information from more scintillator banks.
About 40% of the data passed this cut.

The analysis routines then turned to the data from the wire-chambers. The
first operation was to cut events with too many hits in the chambers. These cuts
eliminated readout errors, events with showers in the chambers, and most events
with more than one pair of muons. For events passing these cuts, track finding in
the chambers began starting from the hits in the scintillators. The scintillator hits
were used as the starting point for the track-finding algorithm, but were not used

23
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in the track fits.

Upstream tracks were rejected if the fit probability was less than 2% or the
number of chambers hits in the track was less than 5 out of the 9 possible. Down-
stream line segments were required to have a fit probability of better than 5%. If
more than 50 msec of Cyber 175 computer time was used for an event, track fitting
was stopped. Using the data in the downstream drift chambers, an additional fit
was performed to find the time at which the particle passed through the chamber.
The beam at Fermilab delivered particles in 1 ns ‘RF buckets’ separated by 18.6 ns
intervals. The chamber timing had a resolution of 2.3 nsec. A cut was placed
at 11.5 nsec, relative to the scintillator timing, to eliminate tracks from other RF
buckets.

For this analysis, we accepted only events with one u* track and one p~ track.
This removed any possible ambiguity due to mispaired muons. In order to eliminate
halo muons, we also required that muons with the same sign of charge as the beam
have angles relative to the beam of greater than 5 mrad and momenta less than
200 GeV/c.

A global fit was performed using pairs of upstream and downstream line seg-
ments. This fit took into account deflection of tracks in the fringe fields of the
magnets. The pairing of an upstream and downstream segment in to a muon track
was accepted if the fit probability was better than 3%. The resolutions from this
fit were o(P..)/ P,z = 0.0001 - P, for P in GeV/c, ¢(,.) = 0.1 mrad, and o(8,,) =
0.3 mrad [15]. As a check on the consistency of the fitting procedure the differ-
ence between the position of a hit within a chamber and the fitted position at that
chamber were plotted for each chamber. The average difference for each chamber
is zero to within 20% of the chamber resolution and there are no systematic shifts
from chamber to chamber|13].

After the track fitting was done the next task was to simulate the transport
of the muons through the absorber to find the muon momenta (magnitude and
angle) at the point of production (the ‘vertex’). Each muon pair had ten measured
quantities. At a given plane perpendicular to the beamline and downstream of
the absorber, the five parameters for each muon are: the two slopes of irajectory,
the two intercepts of the trajectory, and magnitude of the muon momentum. The
quantities of more direct physical interest are the muon trajectories at the point of
production. There are nine parameters: the three coordinates of the vertex, and
two slopes and a magnitude for each muon’s momentum. The z position of the
vertex was fixed at the mean z-coordinate of hadronic production in the target,
because the vertex z-resolution was larger than the size of the target.

Six of the muon parameters at the vertex, not including the magnitudes of the
momenta, were calculated by fitting the ten measured muon parameters using a



3.2. Extraction of the J/i Signal 25

transport equation. The transport equation was an approximation to the average
of many muon trajectories through our Monte Carlo simulation of the experiment.
Some of the parameters of the transport equation (and the simulation) could be
calculated from the known properties of the absorber. The additional parameters
were found by minimizing the observed width of the J/4 resonance [17]. If the
probability that the muon pair had been produced a the same vertex, as calculated
from the transport equation fit, was less than 2% the event was rejected.

The magnitudes of the muon momenta at the interaction point were calculated
from the measured momenta taking into account the energy loss in the absorber.
The energy loss was found to be nearly constant over the momenta range of interest
with a small correction linear in the momentum [17,27}.

With the kinematic parameters of the muons at the vertex, we calculated the
kinematic variables of the muons in their rest frame at their point of their pro-
duction. The kinematic variables used in the analysis were calculated from the
momentum three vectors of the two muons, as discussed in section 1.1.

3.2 Extraction of the J/1 Signal

In the previous section we have shown have the kinematic variables of the muons
at the interaction point were determined. The data can be considered to be a list
of the zr, Pr, cos8*, ¢*, and M of each dimuon event observed in the detector. To
find the dependence of the J/1 cross section on the kinematic variables other than
M, we bin the data in the variables and then find the number of J/9 in each bin by
performing a fit to the number of events versus mass within the bin. The dimuons
from J /¢ decay form a peak centered near the J/1 mass with a width equal to the
mass resolution of the detector. The number of J/4 in each bin is given by the
number of events contained in the peak. We must have enough events in each bin
to extract the J /¢ signal, so we are limited in how finely we can bin the data and
how many variables we can examine simultaneously.

The goal of the analysis was to measure the cross section for J/1 production as a
function of zr and Pr, and the angular distribution in cos 8* and ¢* of muons from
J /1 decay as a function of zr. We split the analysis into separate measurements of
the production cross section and the angular distribution because we did not have
sufficient data at high zr to make acceptable mass fits when the data were binned
in the four variables simultaneously. The zr- Pr dependence of the cross section was
measured by dividing the data into 90 regions: 15 bins of zr by 6 bins of Pr. The
angular distribution measurement used 375 regions: 15 bins of 7 by 5 bins of cos 8*
by 5 bins of ¢*. The zr bins were evenly spaced over the range .25 < zp < 1.0.
The cos8* and ¢* bins evenly covered their physical ranges. The Pr bins extended
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from Pr = 0 to Pr = 5.0 GeV/¢, increasing in size at large Pr because the number
of events dropped off as Pr increased.

Figure 3.1 shows the number of events versus mass along with the fitted function
(solid line) and the fit to the background (dotted line) for two zp-Pr bins. The
function used for the fit was the sum of two gaussians for the J/1 and v’ peaks and
a quadratic polynomial plus the exponential of a linear function for the continuum.
The functienal form chosen for the continuum is somewhat arbitrary and was used
mainly because it provided good results. The continuurmn events arise primarily from
Drell-Yan pair production which is well characterized by an exponential dependance
on mass. At the low end of the mass range there is a sharp drop-off in the number
of events due to the effect of the level-3 trigger. The sum of an exponential and a
quadratic polynomial provided a good fit to both the low-mass cutoff and the high-
mass exponential form. The precise form of the continuum function affected the
quality of the fits, but did not affect the fitted number of J/+. Similarly, inclusion
of the a peak for the 3’ improved the fits but had little effect on the number of
J/+. This was expected since the number of ¥’ observed is much smaller than the
number of J /4. The function used for the fit is given below.

F(M) = NyyeM-Map)/2s?
+ Nyrem(M-Myp)/20°
4+ aM? + bM + ¢ + e~M+P

There were seven free parameters in the function f(M) used to fit the mass
distribution: the number of J /% (N4 ), the number of ¢’ (Ny), and five parameters
to fit the continuum (a, b, ¢, @, §). The function had three fixed parameters used to
describe the resonance peaks: the mass of the J /v (M4 = 3.097 GeV/c?), the mass
of the ' (My = 3.685 GeV/c?), and the width of the resonances (¢ = 180 MeV/c?).
The width is the experimental resolution rather than the intrinsic width of the
particles. We did not allow the central mass and width of the J/¢ and 1’ peaks
to vary because with the addition of these two parameters the fitting function is ill
behaved. The J/4 gaussian and the continuum form are not orthogonal functions
so for fits on plots with low statistics, or with a poor choice of initial parameters,
both functions attempt to fit the region of highest statistics, the J /4 peak, causing
the fit parameters to diverge. Since we could not allow the width and mass to vary
at high zr, we chose to be consistent and not allow them to vary at any zp.

To investigate what effect this might have on our determination of the number of

J /1 we performed fits with the masses and the width left as free parameters. These
fits were on bins of only zg, in order to have sufficient statistics over the entire
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Figure 3.1: Plots of the raw mass distribution. Shown in the plots are the data
points, the overall fit to the data (solid line), and the fit to the background (dotted

line).
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range of zr. Figure 3.2 shows the measured width of the J/% as a function of zp.
Figure 3.3 is a similar plot for the centroid of the J/1 peak. Since the uncertainty
in the momentum is proportional to the momentum, we would expect the width
increase with 2p. This is the case except for the two highest zf bins. The reason
for the shift in the J/1 centroid is most likely due to inaccuracy in the background
subtraction. These variations in the width and centroid of the J/9 peak had little
effect on the number of J/1’s determined from the fit. The ratio of the number of
J /¥ from the fits with constant mass and width to the number of J /% from the fits
where those two parameters was unity to within 2% except for the highest zp bin
where there was a 7% difference. The difference in the number of J /¢ from the two
fitting procedures is significantly smaller than our estimated uncertainty for either
fitting procedure across the entire range of zp.

To account for the uncertainty in the width determination and for errors due
to deviations from gaussian in the J/v peak, we added a 2.5% error in quadrature
to the error in the number of J/4’s given by the fitting procedure. In cases where
the x? was greater than the number of degrees of freedom of the fit (DoF), we

multiplied the error in the number of J/%’s by |/x?/DoF, essentially expanding our
error bars until the x>/DoF = 1. The observed number of J /1 versus z is plotted
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in figure 3.4.

3.3 Correcting for Acceptance

The number of J/i events in each bin of the zp-Pr or the zp-cos8*-¢* dis-
tribution does not directly give the underlying physical cross section. To find the
cross section for J/1 production, or the true decay angular distribution, we must
know the probability that a muon pair with a given set of kinematic variables will
be detected in the apparatus (the acceptance). A Monte Carlo simulation of the
detector was constructed to provide a way to calculate the acceptance. We did not
have enough events to bin the data in all the of kinematic variables simultaneously.
Therefore, when calculating the acceptance for a particular bin of some of the vari-
ables, we must always average the cross section over at least one other variable.
However, to do the average we must already know the cross section.

We began with a first estimate of the acceptance and by iteratively improving
our values for the cross section, we converged to the correct acceptance and cross
section, For our first pass, we used the acceptance calculated from an analysis of
Drell-Yan data from E615. We applied this acceptance to the observed I/ cross
section to calculate a physical cross section. This cross seciion was used to generate
the first set of Monte Carlo events and new values for the acceptance. The new
acceptance, together with the data, were used to make an improved calculation
of the physical cross section. The new cross section was then used to generate
more Monte Carlo events. The process was repeated until the cross section that
went into the simulation to generate the acceptances and the distribution calculated
from acceptances and the data agreed within the errors of the data.

We actually performed two series of iterations. First we assumed that the angu-
lar distribution was flat, i.e., the cross section had no dependence on cos §* or ¢*,
and then iterated using the procedure described above, modifying the dependence
of the cross section only on zr and Pr, and using data binned only in zp and Pr.
The parameterization used for the zr-Pr dependence of the cross section is given
in Eq. (4.2). This first stage of iteration was performed because we knew from
previous experiments that the angular distribution is flat over most of the range
of zr and Pr. The assumption of a flat distribution greatly reduced the number
of Monte Carlo events required to calculate the acceptance. Most of the computer
time for Monte Carlo event generation was spent iterating until this approximation
to the zp-Pr distribution converged.

After the zp-Pr distribution converged we used it to find acceptances for the an-
gular variables, which were used to find the angular distribution. We then changed
the cross section in the simulation to reflect the new angular distribution as a func-
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Figure 3.5: Acceptance versus mass

tion of zr calculated from the acceptances and the data binned in zp, cos §°, and
¢*. With the new angular part of the cross section, we generated events to find a
new zp-Pr acceptance, which we used to recalculate the zr and Pr dependence of
the cross section. We alternated finding the zp, Pr acceptance and the zp-cos §*-¢*
acceptance until the fits for both the J/y production cross section and the angular
distribution converged. Fortunately, only a few repetitions were necessary. The
parameterization used for the angular part of the cross section is given in Eq. (4.8).
The parameterization has no dependence on ¢* because we found no significant
variation of the cross section with ¢°.

Figures 3.5 and 3.6 show the Monte Carlo generated acceptances as a function
of each of the five kinematic variables. For each plot the other variables were
integrated over according to our best fit of the J/4 production distribution, which
will be presented in the next section. The integration was over the entire physical
range of the variable, except when integrating over zr which we restricted to 0.75 <
zp < 1.0, since we are interested primarily in the high zp region.

Another problem in calculating the acceptance would arise if the experimental
resolution is comparable to the bin size. In this case, the acceptances are a function
of the production distribution and we must know the cross section in order to cal-
culate the contribution to the signal in a given bin from muon pairs over the range
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Variable Resolution

zp 0.03

Pr 190 MeV/c
M 180 MeV/c?
cos 8* 0.08

o¢* 0.28 radians

Table 3.1: Resolutions for the kinematic variables

of the experimental resolution. As long as the magnitude of the cross section varies
slowly relative to the bin size, this problem could be handled using the same iter-
ative procedure described above. We avoid this difficulty because the experimental
resolution, given below, is smaller than the bin sizes we have selected except in the
case of the invariant mass. The mass fitiing procedure described above allows for a
resolution larger than the bin size.

It is important to note that our simulation of the experiment generated complete
simulated events equivalent to the data produced by the apparatus. The simulated
events were processed using the same reconstruction procedures used for the data.
The simulation takes into account the inefficiencies and resolution of the apparatus.
The acceptance was calculated using the kinematic variables of generation in the
generated distribution and the reconstructed kinematic variables in the accepted
distribution. The acceptance calculation, therefore, takes into account smearing of
the cross section near the edges of kinematic-variable bins.

3.4 Resolution

An estimate of the resolution of the detector in the five kinematic variables
in shown in Table 3.1. The resolutions were determined using the Monte Carlo
simulation. In each case events were produced with the production cross section
for zr > 0.75 described below, with one variable held fixed. The root-mean-square
deviation from the mean of the reconstructed distribution for the variable held fixed
was taken as the resolution for that variable. The invariant-mass resolution agrees
with the value found from a fit to the observed width of the J/9 peak.
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3.5 Beam Composition and Cross-section Normalization

To reduce the contribution to J/y produced by protons in the n* beam, we
accepted only events with 7 > 0.75 from the positive beam. The number of events
produced at high zx by protons is greatly reduced relative to the yield from pions,
because the structure function of the proton goes to zero more rapidly at high zp
than the structure function of the pion. Examination of the relative number of J /9
produced by the positive and negative beams of E615 as a function of zr shows that
the ratio is constant for zp > 0.75 [27]. We take this as evidence that the proton
contribution to J/¢ production above zrp = 0.75 is negligible.

The cross section of a process can be calculated if the number of events produced
by the process, the number of incident particles, and the properties of the target
nucleons are known. The cross section is given by

-papceny

where o is the cross section of interest, N is the number of events corrected for
acceptance, f is the fraction of time during which the experiment was able to
accept events (the live time), o, is the pion absorption cross section per nucleon,
N, is the number incident pions, L is the length of the target, and Ry is the pion
absorption length of the target. This formulais derived assuming the the pion beam
is exponentially attenuated as it passes through the target. The main part of this
chapter has been devoted to describing how N is determined. The live time can
determined from information available from the data-acquisition system, the length
of the target can be easily measured, and the pion absorption of tungsten is well
measured [64].

The main problem in measuring the absolute scale of the cross section is deter-
mining the number of pions incident on the target. The intensity of the beam was
monitored during each spill by an ionization chamber which recorded the number of
charged particles in the beam. The chambers were calibrated by inserting a copper
foil in the beamline and later measuring the radioactivity from Na?* nuclei produced
by collisions of the beam particles with Cu nuclei. The systematic uncertainty in
the calibration is on the order of 20%. For this analysis we use a determination of
the cross-section normalization made by J. Conway for the 7~ beam [15]. The total
cross section for the 7+ beam for F > 0.75 was normalized to match the total cross
section for the #~ over the same interval.

o




Chapter 4

Results

In this chapter we present the cross-section measurements made during our
analysis. We present results for the zr and Pr dependence of the J/1 production
cross section and for the angular distribution of the decay muons. We also present
the results of fits of the data to analytic approximations of the cross sections and
compare the data to the g§ annihilation model and the parameterization of the
dependence of the angular distribution on zp presented in section 1.4.

4.1 The zp-Pr Cross section

The measured cross section for each of the zp-Pr bins described in the previous
chapter is given in Table 4.1. The values ¢ ; are the cross section (in picobarns} for
J /¥ production integrated across the zp-Pr bin multiplied by the branching ratio
Buiu- of I/ — ptp-.

dtrJ
05 = B‘,-;»,.—./dzp'/dpr Em/-%; (4.1)

where the integration extends over a single data bin. The values given are the cross
section per nucleon, calculated from the cross section on tungsten assuming that
the cross section varies as ¢ ~ A%, where A is the atomic mass of the target. Due
to the disagreement between the various measurements of the zr dependence of §,
(see section 1.5), we chose to ignore the issue completely and take § = 1 for all 25
and all Pr. The error quoted for the cross sections is due to statistical error in the
J /% mass fit and the acceptance calculation and disregards the overall systematic
uncertainty of 20% in the beam normalization. We do not present results for bins
with fewer than 20 J /¢ events.

Our cross-section measurement depends on the acceptance calculated from the
Monte Carlo simulation of the experiment, and on the parameterization of the cross
section used to generate events in the simulation. As discussed above, we generated

35
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Pr in GeV/c
TR 0.25 0.7 1.25 1.75 2.5 4.0

0.275 ] 125%10 259119 204£15 126410 8819 103
0.325 11948 219417 163411 10447 6115 1343
0.375 93+6 178413 136+ 9 7515 53+4 7.8£1.7
0.425 8416 148411 1094-8 6044 4143 4.3+0.8
0.475 6445 12249 924.7 4443 294-2 6.8+£1.7
0.525 54+4 9548 7215 38+2 21.3+1.3 4.41+0.6
0.575 4443 7316 5444 29.51+1.8 18.04+1.2 2.3£0.3
0.625 3242 56+4 38+2 19.8+1.2 11.0+0.7 1.940.3
0.675 | 24.6+1.4 4142 26.6+1.6 14.0+0.8 7.5+0.5 1.34+0.2
0.725 | 18.9+1.1 285+1.3 17.7+0.8 9.210.5 4.91+0.4 0.63+0.13
0.775 | 12.7+0.6 18.7+0.7 11.5+0.4 5.130.2 3.194+0.17 0.2840.04
0.825| 7.6+0.4 10.6+04 6.24+0.3 2.73+0.17 1.32+0.11  0.20+0.04
0.875 { 3.72+0.24 5.4+0.3 2.78+0.16 1.19+0.09 0.58+0.07 0.05+0.02
0.925 [ 1.65+0.16 2.104-0.14 1.0610.09 0.324+0.04 0.15+0.03 -
0.975 | 0.291+0.05 0.3910.05 0.13:£0.02 0.05840.015 0.014-+0.005 -

Table 4.1: The J /¢ cross section versus zg-Pr. The values are the cross section
times branching ratio per nucleon in picobarns integrated across each data bin.
All zp bins have a width of 0.05.
The four lower Pr bins have a width of 0.5 GeV/c. The upper two Pr bins are
2.0 GeV/c < Pr < 3.0 GeV/c and 3.0 GeV/c < Pr < 5.0 GeV/e.

The zrp and Pr values are the bin centers.
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several sets of simulated events, varying the cross section used in the simulation
until it agreed with the cross section calculated from the experimental data and the
acceptances generated using the simulation. To parameterize the J /i production
cross section, we used the form

do _ (l — ZF)C
dor dP; -~ T[T (Pr/ GV /9P [SFF (4.2)
where
§ = D+E(1-zp) (4.3)
T = F+G(1-zr) (4.4)

This form was taken from a previous analysis of J /¢ data from E615 [13]. It is
not physically motivated, but has been found to provide a good fit to the data. The
form has seven free parameters, including the normalization. The normalization,
A, has units of nanobarns/GeV/c. The normalization values are for the differential
cross section multiplied by B+ ,-. With our choice of GeV /¢ as a scale for Pr, all of
the other parameters are dimensionless. To provide sufficient statistics across the
entire range of zr while limiting the total number of events required, we calculated
the acceptance and fit the cross section in three regions of zp. The final parameter
values for the cross-section fits in each region are shown in Table 4.2. The rightmost
column of the table is the result of a fit for the cross section over the entire range
0.25 < 2r < 1.00. The error quoted for the normalization (parameter A) includes
the uncertainty due to the beam normalization.

Figure 4.1 shows our measurement of the differential J /¢ production cross sec-
tion, doj;y/daF, versus zF multiplied by By4,-. The data from this analysis are
shown as diamonds; the filled boxes are data from the NA3 collaboration [22]; the
solid line is an empirical fit calculated by numerically integrating the cross-section
parameterization of Eq. (4.2) using the parameters from the overall fit of Table 4.2;
and the dashed line is the cross section calculated from a ¢§ annihilation model for
J /4 production. The position in zf of each data point is the average zr of the
events used for the data point. Weighting the = of the data produces a noticeable
shift from the center of the bin only at very high zr where the cross section changes
very rapidly. The weighted average values of z¢ for the three highest-xr bins are
0.872,0.920,0.964.

Our data are in good agreement with the measurements of the NA3 collabora-
tion. The NA3 data were taken with a 280-GeV/c pion beam on platinum nuclei
(A = 195.1), and so are directly comparable to the data presented here. If we
assume the cross section scales as A° with the worst case value of § = 0.77 (see
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0.25<zr <050 050<zp <075 0.7 <zr<1.0 020 <zr <1.0
A(nb/ GeV/c) 94 + 20 89 1 18 64 +13 87+17
B 1.61 £+ 0.03 1.53 + 0.03 1.45£0.03 1.53 + 0.02
C 2.13 +0.19 1.88 £+ 0.04 1.70 £ 0.05 1.88 £ 0.02
D 34404 48+4+0.2 5.5+0.1 5.24+0.3
E 40+ 2 5541 16243 6749
F 704£06 8.84£0.1 1254+ 0.2 10.3+0.5
G 30+1 50+1 149 4+ 10 56 +8
Table 4.2: Results of the 2 5-Pr cross-section fits
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Figure 4.1: By+,- - doy;y/dzr versus zr. Shown in the plot are the data from this
analysis (diamonds), data from the NA3 collaboration (filled boxes), an empirical
fit to the data from this experiment (solid line), and the cross section calculated
from a gg-annihilation model (dotted line}.
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Figure 4.2: Average Pr versus zp. Shown in the plot are the data from this experi-
ment (diamonds), data from the NA3 collaboration (filled boxes), and an empirical
fit to the data from this experiment (solid line).

section 1.5) then the maximum possible relative error in the normalization of the
nucleat cross sections to nucleon cross section is 4%. This is well below the un-
certainty in our beam normalization. The only significant discrepancy between the
two sets of measurements is at very high =5, where the better acceptance and data
sample of E615 should make our measurement more reliable than the NA3 result.

The dotted line in Fig. 4.1 is the result of a calculation of the ¢§-annihilation
cross section using the resonance-production model and hadron structure functions,
Eqs (1.4-1.6) described in section 1.4. We have matched the g cross section to
our measured cross section at the highest zr data point. This leads to a strong-
interaction initial-state correction factor # = 2.1, (see section 1.3 for discussion of
«), which is in agreement with the values of k obtained from Drell-Yan data [17,15].
We take this as an indication that a substantial fraction of J/¢ production at high
zp is due to g7 annihilation.

Figure 4.2 shows our measurement of the average Pr of the J/¢¥ as a function
of ¢r. The diamonds are data from this analysis, the filled boxes are results from
NA3 [22], and the curve is an emperical fit calculated by numerically integrating the
cross-section parameterization of Eq. (4.2) using the parameters from the overall
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cross-section fit of Table 4.2. The average Pr was calculated using a weighted
average of Pr for the six Pr bins at a each zg.

2,’ PT.','U':‘J‘
Pr); =Sl "3t
(Pr) T, 0e;

where £ is the index over zf, j is an index over Pr, o;; was defined in Eq. (4.1),
and Pr,; is the mean Pr within bin %, j. We calculated Pr;; for each zp-Pr bin by
numerically integrating the cross-section parameterization of Eq. (4.2), using the
parameters from the fit in the appropriate region of zr in Table 4.2, over the bin.
There is good agreement between our data and the NA3 results over the entire
range of zr. The average Pr decreases with 2, but is nonzero in the limit zp — 1.

(4.5)

4.2 The Angular Dependence

The primary goal of this analysis was to determine the angular distribution of
muons from J /1 decays. We measured the cross section for J/1¢ production and
decay to muons as a function of zr, cos@*, and ¢*. The angular variables are
measured relative to the incident pion momentum in the ¢-channel, as described in
section 1.1.

The cross-section measurements for zr > 0.75 are shown in Table 4.3. The
values o; ;) are the cross section in femtobarns integrated across the data bin mul-
tiplied by the branching ratio, (this is analogous to Eq. (4.1) defined for the zx-Pr
cross section),

o [ g Gouw
Ti ik = B,,+,,-/d::p/dcosg /dd) m (46)

where the integration extends over a single data bin. Results are not presented for
bins with fewer than 15 J/¢ events. The Monte Carlo events for the acceptance
calculation were generated according to an angular distribution which was uniform
in ¢* but not uniform in cos@*; this will be discussed further. As in the case
of the zp-Pr cross sections, the estimated error disregards the overall systematic
uncertainty of 20% in the beam normalization.

The rightmost column in Table 4.3 shows the cross section calculated using sums
over ¢* for each zp-cos #* bin of the number of J/3 events and of the number of
accepted and generated events used in the acceptance calculation. All zp-cos 8*-¢*
bins, including those suppressed in Table 4.3, were used in the summation over ¢*.

To parameterize the cross sections, we used the most general form possible for
the parity-conserving decay of a spin-1 particle, shown in Eq. (4.7). The form has
three free parameters (neglecting the normalization). The parameter a describes
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0.75 < zr < 0.80
cosf* ¢° = —0.8w —0.27 0.0 0.4n 0.87 Total
—0.8 4150+ 1080 2290+ 170 2080+ 130 2210+ 170 2080+ 480 11090 * 340
-0.4 27601240 2160120 2010120 2090+ 110 28804230 11000k 250
0.0 21804140 2030+120 20404120 19704120 2180130 10340+ 230
04 19701110 1940+120 980180 2020+110 2190120 10140+ 230
0.8 1860+ 120 17404200 3420+ 1260 2200220 191041120 9600+ 290
0.80 < zr < 0.85
cosf* ¢* = -0.87 -0.2x 0.0 0.4x 0.87 Total
-0.8 2070+620 12601130 12504+110 1240+120 16101480 6420 + 250
-0.4 15904190 1120180 1100+80 1160+80 16904170 6050 £ 180
0.0 13201100 1020+80 113090 109080 1190+90 5680 + 160
04 1150 £ 90 1000+ 70 1140+130 1180+90 1120+90 5560 £ 160
0.8 1000 £ 80 820 £ 110 - 950 £ 120 1210+ 100 5180 + 200
0.85 < zp < 0.90
cosf* ¢* = -0.8x -0.27 0.0 0.47 0.87 Total
-0.8 2400+1200 770120 590+ 70 540 £ 90 212041010 3310+ 190
-04 T770+110 510460 480 + 50 TI0£70 910+130 3040 120
0.0 560 £ 70 560 + 60 590 + 60 580 + 60 630+ 70 2900110
0.4 510 £ 60 490 £ 50 510+ 70 530 £+ 60 510 4+ 50 2540 + 100
0.8 480 £ 60 360 + 70 - 540 + 90 540+ 70 2490 + 140
090 <zr <095
cosf* ¢* = —0.87 -0.27 0.0 0.47 0.87 Total
-0.8 - 200 + 40 210 + 30 280 + 50 - 1190 £ 100
-0.4 320 & 60 230 + 30 260 + 30 220 + 30 270 £ 50 1240 £ 80
0.0 230 + 30 190 + 30 2104 30 210 £ 30 250 + 40 1060 + 60
0.4 240 + 30 170 £+ 30 180 £ 40 220 £ 30 220 + 30 1040 £ 60
0.8 160 £+ 30 220 + 50 - 240 + 50 140 £ 30 890 + 80
0.95< zr < 1.00
cosf* ¢* = —-0.87 -0.2x 0.0 0.4x 0.8x Total
-0.8 - 31+t14 011 51+ 14 - 195 3 34
-04 3616 39+8 43+ 10 41+ 11 49419 208 1+ 24
0.0 38+12 4318 39110 4048 53+ 16 214 + 22
0.4 2749 30+£12 35418 2949 42+10 164 £ 23
0.8 10+9 19+ 14 - - 259 87+23

Table 4.3: The J/+ cross section versus zp-cos6*-¢*.
section times branching ratio per nucleon in femtobarns integrated across the data
bin. The zf, cos 6*, and ¢* values shown are the bin centers. The bins are uniformly
spaced in each of the three variables.

The values are the cross
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Figure 4.3: The angular distribution parameter a versus zp

the alignment of the 2* momentum with the momentum of the incident pion. From
the angular distribution, we can infer the alignment of the spin of the J /¢ with the
momentum of the incident pion. We will describe the alignment of the J/¢ spin in
terms of polarizations as discussed in section 1.3.

do
dcos 6 do*

The form in Eq. (4.7) was fit to the 25 cross-section measurements, versus cos §*
and ¢°, available for each of the 15 regions of zp. The sum of the x?’s for the
complete set of fits was 355 for 315 degrees of {freedom. The coefficients obtained
from the fits are plotted in Figures 4.3-4.5. The striking feature of the data is that
a —+ —1 as zr — 1. We measure a = —0.80 & 0.17 for 0.95 < £ < 1.0. This
indicates that J/¢ become longitudinally polarized at high zf, though there is no
net polarization over most of the range of zp. The other two angular distribution
parameters, § and v, are consistent with zero across the entire range of zp.

To study the dependence of a on zr, and because we needed a form for the
Monte Carlo event generator, we parameterized the dependence of a on zr using a
form suggested by a model of higher-twist effects in QCD, see Eq. (1.7).

~ 1+ acos’ 8" + f5in260° cos ¢* + ysin? 8* cos 24" (4.7)
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Figure 4.5: The angular distribution parameter v versus zp
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k=0.0024 085<zr<090 090<2r <095 0.95<zr <1.00
a -0.10+0.11 ~0.17+0.14 —0.80+0.17
B8 0.05 £+ 0.07 0.05 +0.10 —-0.11+0.15
¥ 0.01 + 0.06 0.08 + 0.07 0.01 +0.13
x? 34.8 19.3 12.6

k=00 085<zr<09 090<zr <095 0.95<zr<1.00

a —-0.07+0.11 —0.06 £ 0.15 -0.57+£0.23
B8 —0.05 £ 0.07 0.08 £0.10 -0.14 £ 0.17
¥ 0.07 £ 0.06 0.06 + 0.07 -0.09+0.13
x? 37.1 24.5 20.5

Table 4.4: Angular distribution parameters

do
dz g dcos 6*

This form has no ¢* dependence because we did not find any significant variation of
the cross section with ¢*. To be self-consistent in our calculation of k, we repeated
generating acceptances and calculating k until the value of k used in the simulation
event generator and the value calculated from the experimental data agreed. Qur
final, self-consistent, value was k = 0.0024 X 0.0006.

To be sure that our observation of longitudinal polarization at high zr was
not an artifact of having k # 0 in the simulation, we also generated acceptances
with k = 0. Table 4.4 shows the angular distribution results for zr > 0.85 using
acceptances calculated with k = 0.0024 (self-consistent) and k = 0. The value of
in the highest z bin for self-consistent acceptance calculation is a = —0.80 4+ 0.17.
This is four standard deviations from zero. For the acceptance calculation with a
flat angular distribution, the size of the effect decreases, a = —0.5710.23. However,
the x2/DoF for the high zr bin has increased from 0.6 to 1.0 and the total y?/DoF
for zp > 0.85 has increased from 67/63 to 82/63. This gives us confidence that the
self-consistent acceptance calculation is correct.

Because we have a significant result in only one zp bin, one might be wary that
the effect is due to the binning of the data. In Fig. 4.6 we plot the previous set of
data together with the data with the bins shifted in =7 by half the bin width. The
original data points are shown as diamonds and the shifted data points are shown
are open squares. The solid curve is a calculated from Eq. (4.8) with k = 0.0024.
The shifted data agree with the original data and the calculated curve.

~ ksin?8* 4 (1 — zp)? (4.8)
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Figure 4.6: The angular distribution parameter a at high zp. Shown in the plot are
the original data points (diamonds), the data in bins shifted by half the bin width
in 25 (open boxes), and « calculated from Eq. (4.8) with k£ = 0.0024 (solid curve).
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It is of interest to compare the angular distribution we observe with the angular
distribution predicted by our extension of the Berger-Brodsky model of higher-twist
initial-state corrections presented in section 1.4. To make the comparison, we need
a numerical prediction for the parameter k of Eq. (4.8).

We can find a value for k and the three variables which determine k, (the param-
eters A, M, and kZ defined in Eqs (1.8)-(1.9) in section 1.4) using our measurements
of the J/1 cross section presented earlier. Applying Eq. (1.9) to the results pre-
sented in Fig. 4.1 in the region zr > 0.75, we find that A = 0.10 £ 0.02. The
appropriate mass in Eq. (1.8) is the J/¢ mass. Since we cannot measure k2, the
square of the transverse momentum of the annihilating antiquark, we chose to use
as an approximation our measured value of the average P2 = 0.62 + 0.08 GeV?/c?
for J/¢ with z¢ > 0.95.

Inserting these three values into Eq. (1.8), we find that k = 0.00293:0.0007. This
value is in agreement with our measured value of & = 0.0024 + 0.0006. Therefore,
our extension of the Berger-Brodsky higher-twist model adequately explains the
observed change in the angular distribution.

The data presented here are the first evidence for longitudinal polarization of J /¢
produced in hadronic collisions. The previous best measurement of the parameter
a in Eq. (4.7) found @ = 0.06 + 0.25 for 0.8 < zr < 1.0 [4], which is consistent with
our value of & = —0.07 £ 0.09 over the same interval. The observed zr dependence
of the J/v¢ polarization is in agreement with the prediction of our extension of
the Berger-Brodsky model of QCD corrections to the quark-antiquark annihilation
process. We conclude that the observed spin alignment is an indication of QCD
higher-twist effects in the hadronic production of J /4.
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Chapter 5

Introduction

A massive vector boson, the Z,, was first predicted as a by product of the
unification of the electromagnetic and weak interactions in the electroweak theory
of Weinberg, Salam, and Glashow [28]. The existence of the particle was later
confirmed experimentally by the UA1 collaboration, headed by C. Rubbia [29]. This
thesis is the culmination of the author’s work on the construction and calibration of
a detector designed to study the physics of electron-positron collisions at center-of-
mass energies near the mass of the Z,. In this chapter we will discuss the electroweak
theory and examine some predictions for physics processes in ete™ collisions near
the Zo resonance. We emphasize the what is required experimentally to make
accurate measurements of the processes. In the following chapter, we describe an
electron-positron collider {LEP) and a detector (L3) designed to study high energy
ete~ collisions. We describe the the design of the eleciromagnetic calorimeter and
its associated electronics in detail. In the final chapter (of this part) we present
the results of the calibration of the electromagnetic calorimeter in an electron test
beam.

5.1 The Standard Model

Particle physics currently has a theoretical structure, referred to as the ‘Stan-
dard Model’, into which (essentially) all the results of all experiments done to date
can be accommodated. The elements of the standard model are three types of par-
ticles, quarks, leptons, gauge bosons, and two gauge theories which describe the
interactions of the particles. Quarks and leptons are the building blocks of matter.
Both varieties of particles have spin 1 and therefore are fermions which obey the
Pauli exclusion principle. They are differentiated by their interactions, which are
listed in Table 5.1. Only quarks participate in the ‘strong’ interactions which are
described by the gauge theory called quantum chromodynamics. The quarks have
an additional quantum number, not shared by the leptons, which can take on one

48
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Interactions

Particle Strong Electromagnetic Weak Charge
Quarks

u (up) Yes Yes Yes +3
d (down) Yes Yes Yes —%
Leptons

e~ (electron) No Yes Yes -1
v (neutrino) No No Yes 0

Table 5.1: Interactions of the fundamental fermions

Generation Quarks Leptons

1* u (up) d (down) e~ (electron) v, (e-neutrino)
2nd ¢ (charm) s (strange) p~ (muon) v, (p-neutrino)
3rd t (top) b (botiom) 7~ (tau) vy (T-neutrino)

Table 5.2: Generations of fermions

of three possible values and is referred to as ‘color’. Color, in quantum chromody-
namics, is analogous to electromagnetic charge. All of the fermions participate in
the other type of interaction which is described by a gauge theory known as the
electroweak theory. At low energies the phenomenology of the electroweak theory
splits into the electromagnetic interaction and the weak interaction. The leptons
are divided into those which participate in the electromagnetic interaction, elec-
trons, and those that do not, neutrinos. All known fermions participate in the weak
interaction.

The fermions listed in Table 5.1 suffice to construct all of the matter we observe
at low energies. However, in high energy interactions, additional particles are pro-
duced. To date a total of eleven fundamental fermions are believed to have been
observed. The Standard Model does not provide any motivation for the existence
of more than four fundamental fermions but it does provide a means to classify
them. The fermions are organized into ‘generations’, as shown in Table 5.2. Each
generation consists of a doublet of leptons and a doublet of quarks. On basis of
this classification, the existence of a twelfth fermion has been predicted, the t or
top quark, but has not yet been observed.

The Standard Model predicts very few of the parameters of the fermions. The
only prediction is that each doublet of particles is complete and that the charge of
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the members of each doublet differs by one unit [30]. The theory has no explana-
tion of why the charges are +§, ~%,—1, and 0 or any predictions for the masses
or the other properties of the fermions. The standard model is more successful in
predicting the interactions of the particles. Precise predictions of the strong interac-
tions are still out of reach because quantum chromodynamics seemns mathematically
intractable, but significant results have been achieved in the electromagnetic and
weak interactions.

5.2 Electroweak Interactions

In 1967, Weinberg suggested a gauge theory which unified the weak and elec-
iromagnetic interactions[28]. A similar theory was independently suggested by
Salam([31] and both theories used results derived by Glashow in 1961(32]. In the
theory, the fundamental carriers of the forces are a triplet of vector bosons, W =
(WO, W), W), and a singlet vector boson, B. The four bosons are massless and
are assumed to have couplings of comparable strength. These vectors bosons, in
their fundamental form, do not describe the real world because there is only one
massless vector boson observed, the photon. Furthermore, the theory would imply
that the weak interactions were long range and had a strength comparable to that
of the electromagnetic interaction, which is in contradiction with the fact that the
observed strengths differ by many orders of magnitude.

To extract a theory closer to the real world from the four massless bosons,
Weinberg invoked a process known as ‘spontaneous symmetry breaking’. With
the introduction of a doublet of scalar mesons, spontaneous symmetry breaking
rearranges the four massless vector bosons and the doublet of scalars, into three
massive vector bosons, one massless vector boson, and a single scalar. The doublet
of scalar particles is necessary to provide the additional degrees of freedom needed
to make three of the vector bosons massive, since the number of fundamental fields
(four from the doublet of scalars and two from each of the massless bosons) must
match the number of synthesized fields (three for each massive vector boson, two
for the massless vector boson, and one scalar field). The new massless vector boson
is identified with the photon and is the carrier of the electromagnetic force. The
three massive vector bosons, W+, W, Z,, are carriers of the weak force. The scalar
particle, referred to as the Higgs, has not been observed experimentally. It plays an
essential role in determining the mass of the vector bosons and will be discussed in
greater detail below.

The usefulness of spontaneous symmetry breaking lies in giving mass to the
carriers of the weak force. As originally pointed out by Yukawa, in 1935, the
range of a force mediated by a massive particle is exponentially damped with a
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characteristic length of i/mc, where £ is Plank’s constant divided by 27, ¢ is the
speed of light, and m is the mass of the particle. For convenience we will follow the
standard practice in high energy physics and take %k and ¢ equal to 1. The effective
weakness of weak interaciions is due to the mass of the carrier rather than any
intrinsic weakness of the coupling constant. Therefore it is possible to describe the
observed world with electromagnetic and weak coupling of similar magnitudes.

Starting with the coupling constant of the electromagnetic interaction and the
strength of weak interactions at low energies, the electroweak theory predicts the
masses of the vector bosons and the couplings of all known fermions to the bosons.
Before presenting the predictions, we first summarize the relevant experimental data
as three parameters!. The first parameter is the electromagnetic coupling constant
e = 4/4w/137.036 = 0.30282. This parameter is extremely well measured by a
wide range of experiments. The best values come from measurements of atomic
spectra[34].

The other two parameters involve weak interactions. Weak interactions can be
either charge carrying or neutral. The two cases correspond to the interactions
mediated by the W=, a charged particle, versus those mediated by the Zy, a neutral
particle. An example of a charge carrying interaction is v, + n — e~ +p. A
similar neutral interaction would be v, + n — v, + n. Our second parameter, G,
characterizes the strength of charged weak interactions. To define the parameter we
use the measured rate of the charge carrying weak decay g~ — e~ F,r,. In addition
to providing a very direct correspondence between the experimental result and the
value of G obtained, this experiment also gives the most accurate determination of

G. We define

192731
™,
where m,, is the mass of the muon and I' is the rate of the decay. The factor of 1.0022
is a purely electromagnetic radiative correction. Since this is the only observed
channel for muon decay (the limit on all other channels combined is better than
10-5), the rate of the decay is simply the inverse of the, extremely well measured[35],
lifetime of the muon.

Our third parameter characterizes the relative strength of charged and neutral
weak interactions. To conform with tradition, we prefer to parameterize the relative
strength as a angle, Bw. The parameter can calculated from measurements of the
ratio, R, of neutrino-quark and antineutrino-quark cross-sections

G = 1.0022

= 1.1664 x 10™° GeV~? (5.1)

1 We present numerical values for the parameters in the rationalized Heaviside-Lorentz system of
units, see for example [33].
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— o(vug — vuq)

o(Puq — Puq)
al neutrino energies much greater than the proton mass. Due to strong interaction
radiative corrections and quark mixing, calculation of sin? § from neutrino-quark
interactions is quite complex, so we will not present it here. The current best value
for sin? Ow is 0.234 £ 0.013 [36]. We quote errors only for this parameter because

the errors of the other parameters are completely negligible in comparison.

A crucial, and the most directly testable, prediction of the electroweak theory

is the mass of the vector bosons. The predicted masses of the W+ and the Z, are

(5.2)

My = 5= (GV2)™/? =TT £ 2 GeV (5.3)
w
€ -
My = m(cﬁ) /2 = 88 4 2 GeV (5.4)

The particles were first observed in high energy proton-antiproton collisions in
the Super Proton Synchrotron (SPS) at the European Organization for Nuclear
Research (CERN). The discovery was first made by the UA1 collaboration, headed
by C. Rubbia, and then quickly confirmed by the UA2 collaboration. The measured
masses, from the combined data of UA1 and UA2, are My = 81 4 2 GeV and
Mz = 93 £ 2 GeV. The agreement with the theory is quite good. The slight
discrepancy is probably due to errors in the measurement of sinfy rather than
flaws in the theory.

Once the vector boson masses are fixed, their coupling constants are also fixed in
order to recreate the observed low energy interactions. The coupling constant of the
W is g = e/ sin fw and the coupling constant of the Z, is g' = ¢/ cos Ow sin fw. A
significant prediction of the electroweak theory is that the vector bosons couple to all
fundamental fermions with the same coupling constant. An interesting consequence
of the ‘universality’ of the electroweak interaction will be discussed below. The
theory also fixes the exact form of the interactions. So the polarization and angular
dependence of physical processes can be calculated.

It is clear that high energy collisions with sufficient energy to produce the Z; and
the W* are an extremely useful way to test the electroweak theory. The first such
collisions, pj at the CERN SPS, confirmed the existence of the Z; and W. Future
experiments, particularly with ete~ collisions, should provide precise tests of the
electroweak theory, and may provide a look at physics beyond the theory. In the
next section, we will discuss some specific examples of the physics of e"e~ collisions
with center of mass energies on the order of 100 GeV. As a specific example, we
will use the machine parameters of the Large Electron Positron collider (LEP),
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Figure 5.1: o(ete” — p*p~)/o0 near the Z, mass

being constructed at CERN (see section 6.1), when discussing the practicality and
accuracy of measurements to be made. The LEP collider is planned to provide
center of mass energies of up to 120 GeV at a luminosity of 103! cm~2 sec™? in
its first stage, after which the energy should be increased to 200 GeV. We will
concentrate on physics of interest for the first stage of LEP.

5.3 Physics at the Z,

The physics of e*e™ collisions at energies near 100 GeV is dominated by the Z,.
Figure 5.1 shows the enhancement in the cross-section for ete~ — p*pu~ relative to
the pure electromagnetic cross-section,

_ 64amle!
- 3EZ,
as a function of center of mass energy, E.,, for energies near the Z; resonance.
The presence of the Z, increases the ptu~ cross-section by more than two orders

of magnitude . There is an even larger cross-section for quark production, leading
to an enhancement of 10? in the total cross-section o(e*e~ — anything)/ay at the

oo (5.5)
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i) |

Figure 5.2: Shape of the Z; resonance

peak of the resonance. This vast increase in cross-section makes direct production
of Zy’s in ete~ collisions an ideal laboratory for the study of electroweak physics
and an excellent means to search for new particles and new phenomena. 2

The first experiment done at the Z, resonance will almost certainly be to scan,
in energy, across the width of the resonance to precisely determine its shape. A
detail graph of the predicted shape of the resonance is shown in Fig. 5.2 taken
from {37]. The shape is greatly affected by radiative corrections, i.e. radiation of
photons by the incident e*e~ before the collision. Figure 5.2 shows the uncorrected
shape (dotted line), the first order correction (dashed line), and the second order
correction (solid line). An efficient way to perform the scan would be to vary the
energy of the beams in a sequence of fine steps, (e.g. 1 GeV), across the resonance,
collecting sufficient statistics at each step to make a precise determination of the
cross-section.

At LEP, it is estimated that the beam energy at each step can be determined
from machine parameters to an accuracy of 3 x 10~%. This energy resolution is
significantly better than the resolution of any of the proposed detectors, and is the

2We have assumed that the width of the resonance is 2.6 GeV and that the branching ratio to
ptu~ is 3%. These assumptions will be discussed later.
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limiting error in determining the mass of the Z;. Other sources of error are uncer-
tainty in the calculation of the 