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Abstract

In the first part of this thesis, we describe an analysis of J / ^  produced in the 
forward direction in the reaction n N  —» The da ta  for this analysis were
collected by Fermilab experiment £615. We m easured the cross section for J/V» 
production and the angular distribution of muons from J jij) decay. We found ev­
idence for longitudinal polarization of J/V» produced in the kinematic lim it where 
the J / ÿ  carries a large fraction of the incident pion’s longitudinal m om entum . This 
is the first experimental observation of longitudinal polarization of J/V» produced 
in hadronic interactions.

In the second part of this thesis, we describe the construction and calibration of 
a large Bism uth G erm anate (BGO) electromagnetic calorimeter designed to study 
e+e~ collisions a t center-of-mass energies near the Zq mass. The calorimeter is a 
subdetector of the  L3 detector and will be installed in the Large Electron Positron 
collider (LEP) of the European Organization for Nuclear Research. We present 
the  results of a calibration of the calorimeter in an electron test beam  at electron 
energies of 2, 10, and 50 GeV. We show th a t the accuracy of the calibration is 0.8% 
at 2 GeV, improving to  b etter than  0.5% a t 10 GeV and above.
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P art I

Forward P rod u ction  o f J/V> in  
H adronic In teractions



Chapter 1 

Introduction

Since Mendelejev first showed that the elements could be arranged in a periodic 
table, elucidation of the fundamental structure of m atter has been a  pursuit at the 
forefront of science. In the currently accepted view of the world (the Standard 
Model), m atter is divided into two categories; leptons and hadrons. The best 
available probes show no internal structure in leptons; they appear to  be point­
like, fundamental objects. However, hadrons do have internal structure. They are 
believed to be bound states of more fundamental objects, quarks, which are held 
together by carriers of the strong interactions, gluons.

The essential difference between quarks and leptons is that quarks participate 
in the strong interaction. Quarks have a quantum number, referred to as color, 
which is the strong-interaction analog of the electromagnetic charge. Leptons have 
neutral color. The coupling of the strong interaction is so large th a t single quarks 
have never been observed in isolation. The best available theory describing the 
strong interaction is Quantum  Chromodynamics (QCD). The complete Lagrangian 
for QCD is known, but the strength of the coupling makes calculation in the theory 
so difficult th a t it has not been used to  calculate the masses of the observed hadrons 
or the distribution of quarks within hadrons.

The quark-parton model, in which hadrons are treated as a collection of nonin­
teracting quarks and gluons, has been found to  provide a  useful first approximation 
to  the correct theory. The success of the model is due to a property of the strong 
interaction known as asymptotic freedom: the QCD coupling becomes small at 
small distances or, equivalently, large momentum transfer. The parton model does 
not predict the form of the quark distribution with hadrons. However, it does pro­
vide a  convenient language to  discuss experimental results. In addition, since the 
strong-interaction coupling constant a t high energies is relatively small, the parton 
model provides a starting point for the calculation of QCD-based corrections for 
high-energy processes. Predictions based on such calculations provide ways to test 
some aspects of QCD.
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Figure 1.1: Deep-inelastic scattering
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Figure 1.2; The Drell-Yan process

Because leptons do not participate in the strong interaction, iL is possible to 
use leptons as probes to  measure the quark d istribution w ithin hadrons. The first 
indication of point-like constituents w ithin hadrons came from ‘deep-inelastic’ scat­
tering experim ents [1]. The fundam ental deep-inelastic scattering process in the 
quark-parton model is shown in Fig. 1.1. In these experim ents, a beam of leptons 
is focused onto a hadron target and the  angular d istribution of scattered leptons is 
measured. The experim ent is similar to R utherford’s scattering experim ent which 
revealed the presence of nuclei w ithin atoms. At lepton energies large enough to  
probe subnuclear distances, the observed cross section takes on the form of a  sum 
of cross sections from point-like objects. Each scattering event is the  result of an 
interaction between the lepton and a single quark, therefore the properties of quarks 
w ithin the hadron can be determ ined from the scattering cross section.

A complementary approach to  the study of hadron structure  is to  measure the 
spectrum  of dimuons produced in  hadron-hadron collisions. This technique was 
pioneered by a  group headed by Lederman in a  study of the reaction p N  —»
[2]. Experim ents of this type are often interpreted using a theoretical framework ini­
tially developed by Drell and Yan [3]. Their description uses the quark distribution 
functions and the assum ptions of noninteracting quarks and asym ptotic freedom of 
the parton model. They considered electromagnetic annihilation of a  quark and an-



tiquark to  a  virtual photon which then decays to a lepton-antilepton pair, as shown 
in Fig. 1.2. The process is basically the deep-inelastic scattering diagram  of Fig 1.1 
with the tim e order of one lepton leg and one quark leg reversed. In addition to  the 

pair, a large num ber of o ther particles are produced when the two hadrons 
fragm ent. However, in  the approjrimation th a t the transverse m om entum  of the 
quark and antiquark are small, the  quark-antiquark initial sta te  can be completely 
determ ined by the finéd-state dimuon. Therefore the physics of quarks can be stud­
ied by concentrating on the final sta te  of the muon pair. To relate the process to  
the structure of hadrons the initial sta te  of the hadrons m ust also be measured.

The reaction hi h i  —» is more complicated than  deep-inelastic scattering
because two hadrons are present. The quark distributions of both  hadrons m ust be 
analysed simultaneously. However, the reaction is a very useful experimental tool 
because it makes possible the study of the structure of unstable, bu t long lived, 
hadrons and because it explores a  different kinematic region than  deep-inelastic 
scattering. In particular, experim ental results on the Drell-Yan interaction when 
one quark carries a large fraction of the m om entum  of an incident pion have shown 
tha t the angular distribution of the decay leptons a t high x„ is strikingly different 
from tha t at low z ,  [4] (we will use z ,  to  indicate the  fraction of the incident pion’s 
longitudinal m om entum  carried by its constituent involved in the interaction). This 
change in angular distribution was predicted using a model of ‘higher-tw ist’ QCD 
corrections to the initial state of the Drell-Yan process (5). The kinematic lim it a t 
large z , ,  inaccessible to deep-inelastic scattering, provides a means by which some 
of the properties of QCD can be tested.

The process h\h i  —» /+1~Y can be used to study hadrons produced as interm e­
diate states as well as the properties of the hadrons h\  and k^. The virtual photon 
in the Drell-Yan process can be replaced by any interm ediate sta te  w ith electromag­
netic couplings which has the correct quantum  numbers. The first-discovered parti­
cle containing charm ed quarks, the J/%6, was observed in the reaction pBe —» e ^ e ~ X  
(it was independently discovered in e+e“ collisions) [6,7].

This thesis is an analysis of J / ^  produced in the reaction irN —» p T X  in da ta
collected by Fermilab Experim ent E615. E615 is the third in a series of experiments 
done by a collaboration between the University of Chicago and Princeton Univer­
sity, which studied the reaction ttN  f i~X.  The first experim ent, E331, mainly 
studied the production of the J /ij) particle. M easurements were made of the depen­
dence of the J / ^  production cross section on the kinematic variables of the J / ^  and 
on the nuclear composition of the target [8]. The second experim ent, E444, was 
b e tte r able to  study the Drell-Yan process[9] and produced the first measurements 
of the quark structure  of the  pion [10]. E444 also extended the measurements of 
the J / ÿ  made by E331 [12]. Building on the results of the previous experiments.



E615 was designed to  extend the study of the Drell-Yan process for dimuons with 
large invariant mass in the kinematic limit where a  single quark carries most of the 
momentum of the incident pion (high z„). The experiment was designed to  mea­
sure only the momenta and trajectories of the outgoing muons, since this provides 
sufficient information to reconstruct the quark interaction, as discussed above. The 
experiment had good acceptance for muons em itted in the forward direction, since 
this is necessary to study interactions of particles with high z*.

The experiment collected a total of 40,000 dimuon events with invariant mass 
greater than 4 GeV/c*. As a ‘background’ to  the  desired signal, the experiment 
also collected more than one million dimuon events from J/V» decays. This thesis 
is an analysis of the J / ^  signal. The results of the analysis have been published 
previously [11]. The goals of the analysis were to determine the dependence of the 
cross section for J/V» production on the transverse m omentum and on the fraction 
(®f ) of the to tal longitudinal momentum of the hadrons carried by the J/V», and to 
study the angular distribution of the muons from J / ^  decays. The analysis extends 
the results of a separate analysis of an early sample of 80,000 J/^ i from E615 [13].

A unique contribution is made to the understanding of hadronic J / ^  production 
a t high XF because the design of E615 and the large num ber of events obtained 
make possible a  much more detailed investigation of this kinematic extreme than 
was previously possible. Since this analysis was done after the change in the muon 
angular distribution in the Drell-Yan process at high z ,  was observed, particular 
emphasis was placed on determining if the angular distribution of muons produced 
hy 3 / ijf with large xp  differed from the isotropic distribution previously found at 
low Xp [13]. The presence of a change in the angular distribution would taken as an 
indication of QCD corrections and could provide additional evidence for higher-twist 
effects in QCD.

In the remainder of this chapter, we introduce the reference frame and kinematic 
variables used in the analysis, present a theoretical framework for the analysis, and 
motivate our interest in the angular distribution of the decay muons. In the second 
chapter we discuss the design of the experiment, emphasizing the problems inherent 
in the study of the Drell-Yan process and the requirements for good acceptance for 
forward muons. In the third chapter we describe how the physical quantities of 
interest are derived from the measurements made. In the last chapter we present our 
measurement of the cross section for 3/ij) production and the angular distribution 
of the decay muons and discuss our results.
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1.1 The Kinematic variables

Before discussing the  experim ent or the theoretical background in  greater detail, 
we will first introduce the coordinate systems used to  describe the interaction. 
Three coordinates systems are used. The first is the laboratory frame in which 
all of the  m easurem ents were made. The second is the pion-nucleon center-of- 
mass reference frame, which is used to  relate the kinematics of dimuon production 
to  the  distributions of quarks (and gluons) within the hadrons. The th ird  frame 
is the dimuon center-of-mass frame, which is used to analyse the m uon angular 
distribution.

We begin by defining the variables used to  describe the incident pion and nucleon 
and the outgoing muons as m easured in the laboratory reference frame. The nucleon 
was taken to  be at rest. No a ttem pt was m ade to  account for the Fermi motion 
of the nucleons because any correction applied would have necessarily been model 
dependent.

( E , , ^ )  =  the m om entum  four vector of the incident pion
M , — the mass of the pion
Mjv =  the average mass of a nucleon

a =  the  itN  center-of-mass energy squared
=  2 E ^ M s  + + M n ^

(E ± ,P ± ) =  the m om entum  four vectors of the and

Next, we present the  variables used to  describe the to tal m om entum  of the 
quark-antiquark, or equivalently, m uon-antim uon pair. We can define the invariant 
m ass, M , of the pair independent of any coordinate system. For the other variables 
we chose the direction of the pion m om entum  as our reference axis, the z-axis, 
and work in  the  pion-nucleon center-of-mass frame. We define the longitudinal 
m om entum , P |,, of the pair as th e  component of the m om entum  parallel to  the 
z-axis and the transverse m om entum , P r ,  as the m om entum  perpendicular to  the 
z-axis. For the analysis, ra th e r than  use p£, we will use xp,  which is the  fraction 
of the  m axim um  possible longitudinal m om entum . Pi,max, carried by the pair. We 
have calculated Pi,max assuming a massless recoil system. One more coordinate, $ , 
is needed to  completely specify the m uon-pair-m om entum  four vector. We define $  
as the angle between the pair m om entum  and vertical in the plane perpendicular 
to  the incident-pion m om entum .

M  =  the invariant mass of the fi+p," pair
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= \/(P+ +  E_) Z- ( P++Æ) z
P i  = the longitudinal m om entum  of the  pair

Ph.max — the  m axim um  possible P i  in the  irN center-of-mass frame

2
M ' 4 P r 21

( 1 - ^ )  -« 8

1 /2

Xp = the  longitudinal m om entum  fraction of the  pair =  P t/Pt,m o*
Py =  the transverse m om entum  of the pair

= |(p+ + A)-(p+ + A).A&l
$  =  the azim uthal angle of (P+ +

We now introduce coordinates to  describe the quark (or gluon) m om enta before 
the interaction. The system  of coordinates used was chosen to  describe the  Drell- 
Yan process, i.e., an interaction w ith a quark-antiquark pair in the  initial state. 
The initial sta te  in J /ij) production is thought to  be more complex, involving gluons 
as well as quarks, but we will use the same coordinate system. The variables z ,  and 
xji  are the longitudinal m om entum  fractions of the pion and nucleon constituents 
involved in the interaction. They are related to  the m om entum  fraction of the muon 
pair, X p ,  the center-of-mass energy squared, a, and r  =  M ^J s  by

X x X n  = T  and z ,  -  zjv =  z f (1 -  t ) (1.1)

The last set of coordinates we need to introduce describe the  angular distribution 
of the muons. The choice of reference frame should be m ade in a  way which high­
lights the  physics of interest. One of the  axes of the reference frame should be 
parallel to the  m om enta of the  interacting quarks. Because of the  m otion of the 
quarks w ithin the hadrons, we are ignorant of the exact conditions of the quark 
interaction and m ust instead define the frame in term s of the  m otion of the hadrons. 
Because the apparatus was designed w ith its longitudinal axis closely parallel to  the 
beamline, the analysis is simplest when the incident pion m om entum  is used as a 
reference axis. We have chosen to  use the ( channel, or G ottfried-Jackson, frame. 
This frame is a rest frame of the dimuon system  which has its z '-ax is aligned with 
the pion m om entum .

We define the m uon angles relative to the /i"*". Since the ( channel frame is a 
rest frame of the  m uon pair the fi~ angles are the complements of those for the 
f i ^ . The angles are shown in Fig. 1.3. In the (-channel frame the z '-ax is  is aligned 
with m om entum  of the  incident pion, if, and the z*-z* plane is determ ined by if



1.2. Hadron Structure

Figure 1.3; M om enta in  the t-channel

and m om entum  of the nucleon, N ,  so th a t 6* is the angle between the and ir 
m om enta and (f>‘ is the angle between the fi~ plane and the iriV plane. The 
variables used to describe the muons in  the  final sta te  are

<f>* =  the  angle of the relative to  the  plane containing Px and pjy 
cos =  the  cosine of the  angle between p^ and p .

In summary, we used as independent variables Af, xp,  P t , cos O', and (j)*. 
These six variables are calculated from the six variables (the m om entum  three vec­
tors of two muons) found by the track-reconstruction procedure. The determ ination 
of xp  also requires knowledge of the incident m om entum  of the  pion. Since the ta r ­
get was not polarized, the  cross section cannot depend on $  and  we have averaged 
over this variable in  all of the results presented in  this analysis.

1.2 Hadron Structure

Current theories of the interactions of subatom ic particles deal primarily with 
the quark and gluon contents of particles ra ther than  the particles themselves. 
Fermilab experim ent E615 studied the interaction of high-energy pion beam s (both 

and ir“ ) with a tungsten target. We are therefore interested in the quark and 
gluon composition of 7t+, tt" ,  protons, and neutrons.
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Particle p n x+ 7r~
Valence quarks uud udd ud ûd
0  (valence) 3-4 1.2 ±  0.2
0  (sea) 8 ±  1 8 ±  1
0  (gluon) 4-7 2-3

Table 1.1: Constituents of p, n , 7r+, and 7T~

The constituents of hadrons are divided into three groups of particles, valence 
quarks, sea quarks, and gluons. The valence quarks determine the observed quan­
tum  num bers of the hadron. The valence quarks of the four hadrons of interest are 
given in  Table 1.1. The sea quarks are ‘v irtual’ particles created in qq pairs from 
quantum  fluctuations of the fields within the hadron. The sea is thought to consist 
of equal parts of u , ü , d , d  w ith the  s ,S  component suppressed by a  factor of 2. The 
relative proportion of a type of quark in the sea is inversely proportional to its  mass, 
so only a  small component of c, c and heavier quarks. The th ird  group of particles 
are the gluons.

Most experim ents on hadron structure done at high m om entum  transfer have 
concentrated on the longitudinal-m om entura distribution of the constituents. This 
is the  variable of prim ary im portance in scattering experiments. The spin distribu­
tion is also of interest, but its m easurement requires a polarized beam and target. 
The experiment considered here used an unpolarized beam  and target.

The longitudinal-m om entum  distribution of the  constituents is commonly de­
scribed by a  structure function, / ( i ) ,  defined as the  probability th a t a  constituent 
carries a fraction z of the to ta l m om entum  of the hadron m ultiplied by the mo­
m entum  fraction. The structure-functions used in this analysis were taken from a 
previous analysis of the E615 experiment[15]. The nucleon structure  function show 
th a t approxim ately 35% of the to ta l m om entum  is carried by the valence quarks, 
15% is carried by the sea quarks, and the remaining 50% is carried by the gluons.

A few general properties of the structure functions are im portan t for th is anal­
ysis. We are interested in lim it where a single constituent carries all of the  longi­
tudinal m om entum  of the hadron, z —> 1. In this limit, the structure functions of 
all three types of constituents are well approxim ated by the form / ( z )  ~  (1 — z)^. 
Approxim ate values for the  exponent j3 are given in Table 1.1; the values are taken 
from [13,14,15]. Large values of 0  mean th a t the contribution of the constituent 
decreases rapidly a t large z . We can see from Table 1.1 th a t pions are much more 
likely to have constituents with high z  than  nucleons and th a t the valence-quark
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component dom inates a t high x  in both types of hadrons. Because pions have a va­
lence antiquark, they have a  particularly large fraction of high * antiquarks. Since 
Drell-Yan events from nuclear targets are produced mainly by the antiquark  compo­
nent of the  incident beam, pions beams are preferred in  the study of the Drell-Yan 
process a t high xp.

1.3 Drell-Yan Interactions

We will discuss the Drell-Yan process before discussing J/i/> production because 
it is a  simpler and  better-understood process. I t  also introduces all of the  language 
used to  discuss J/i/> production.

In terpreta tion  of the production of pairs in hadron collisions via a  quark- 
antiquark annihilation model was first considered by DreU and Yan in  1970 [3]. The 
process is shown in Fig. 1.2. The basic annihilation process is electrom agnetic and 
has a cross section of 47ra*eJ/9Jl/*, where e, is the charge of the quark-antiquark 
pair and M  is the dimuon invariant mass. This cross section includes a  factor of 1/3, 
which is the probability th a t a quark-antiquark pair will be colorless as is required 
to  form a  pair. To calculate the Drell-Yan cross section for wN interactions
we m ust sum over the m om entum  distributions for all of the quarks present; gluons 
have no contribution because the process is electromagnetic.

d M d x p  9 M 3 +  /î/ir(®*)/,/iv(®jv)] (1.2)

where /,/,r(®ir) and /,/jv(®iv) are the quark structure  functions for the pion and 
nucleon evaluated at meiss M .  For application to  a particu lar nucleus, /,/jv (z) 
is calculated from the proton and neutron m om entum  distributions weighted by 
the relative num bers of protons and neutrons in the nucleus. The factor k is a  
strong-interaction correction to  the initial sta te  of the parton model. F irst-order 
calculations of k have shown it to  be nearly independent of the  m om entum  fractions 
of the quarks and the mass of the dimuon [16]. M easurem ents of the Drell-Yan cross 
section show th a t k ~  2 [17].

Over m ost of the  kinematic range, the dependence of the cross section on xp  and 
s and the angular distribution of the dimuons are well described by the  Drell-Yan 
model. However, a  striking deviation from the model arises in the m uon angular 
d istribution at large xp.  In  the approxim ation th a t the energy of a  particle is 
much greater th an  its mass, the helicity of the particle will be conserved by the 
electromagnetic interaction. Summing the cross sections for the helicity-conserving 
spin states of qq —* , we find a  m uon angular distribution in the final sta te



1.3. Dreii-Yan Interactions 11

of the form 1 +  a  cos* 6* with a  =  1. As noted above, 6* is the angle between the 
m om entum  vectors of the p"*" and  the  incident pion in  the m uon-pair rest frame. 
We assume the antiquark m om entum  is parallel to  the incident pion m om entum .

The angular distribution, as we have presented it above, is a  measure of the 
alignment of the m om enta of the outgoing muons with the m om enta of the incoming 
quarks. If we assume th a t the muons are produced in the decay of an interm ediate 
particle, a v irtual photon in  the  case of Drell-Yan, we can relate the m easured 
angular distribution to the  alignment of the spin of the  interm ediate particle with the 
quark m om enta using the quantum  theory of angular m om entum . In  the discussion 
below, we assume th a t the interm ediate particle has spin-1 and decays to  a  pair 
of spin-1 particles. The language used to  describe the decay angular distribution 
and the spin alignment of interm ediate spin-1 particles comes from electromagnetic 
theory.

In general, the param eter a  can take on values ranging from —1 to 4-1. The case 
a  =  1 results when the interm ediate particle has equal components of helicity =  4-1 
and helicity =  —1. This corresponds to  a photon w ith electric and magnetic field 
vectors pointing perpendicular to  its direction of m otion and is called transverse 
polarization. The case a =  0 arises when all helicity states of the interm ediate 
particle are equally populated. We will refer to  interm ediate particles which produce 
an angular distribution w ith a =  0 as unpolarized. The last extreme is when a =  —1 
which occurs when the interm ediate particle has helicity =  0. This case corresponds 
to  a  photon w ith an  electric field vector aligned with its m om entum  and is called 
longitudinal polarization.

At low Xp the prediction of a  =  1 agrees w ith the experim ental results. However, 
in m easurem ents of the angular distribution a t large xp,  Fermilab experiment E444 
found a change in the angular distribution [4]. The results were consistent with an 
angular distribution with a  =  — 1 in the limit zp  ^  1. The result was confirmed and 
strengthened by cross section m easurem ents made with two separate d a ta  sets taken 
by E615 [18,15]. The leading explanation of the change in angular distribution comes 
from a model of ‘higher-tw ist’ QCD corrections to  the initial sta te  of the reaction. A 
theory constructed by Berger and Brodsky, which takes in to  account the interactions 
of the two valence quarks in  the pion, predicts the  angular distribution will obey

d(T ~  (1 -  z ,)* ( l  4- cos* <?') +  sin* 0* (1.3)

where x„ is the longitudinal m om entum  fraction of the annihilating antiquark and 
kp is its transverse m om entum  [5]. This prediction adequately m atches the experi­
m ental data.
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Figure 1.4: J/ip production processes

1.4 J /'^  Production

T he production of J /%6 is more complicated than  the Drell-Yan process because 
th e  J/V> participates in the strong interaction. The J/V> can couple to  quarks via 
the  electromagnetic and strong interactions and can couple to  gluons via the  strong 
interaction. In addition, the 3ftp can be produced in the  decays of o ther cc bound 
sta tes, predom inately the %. A list of some possible mechanisms is presented below.

1. gg -> cc —> 3 lip + g

2 . qq ^  g  cc 3/ip + gg

3. 5 5  X 3/ip + 7

4. q q - * X —̂  3/ip + 7
5. qq -* 3 jip + X

The dom inant production mechanisms over most of the range oI x f  are thought 
to  be gluon fusion to  a cc pair with emission of a  soft gluon to balance the quantum  
num bers, and qq annihilation via a gluon to  a cc pair which forms a. 3/ip after the 
emission of two gluons [19]. These two processes (1 and 2 in the list) are shown in 
Fig. 1.4. Three gluons are required in bo th  cases to  form a  colorless spin-1 state 
from massless colored spin-1 gluons. These processes are thought to  have a  large
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hadron

hadron

Figure 1.5: Q uark-antiquark annihilation to J/V>

cross section because the radiated gluons can have very low energy. The emission 
of low-energy gluons is highly probable.

The next most im portant mechanism is production of interm ediate cc bound 
states which then decay to  a J / ^ ,  these are processes 3 and  4 in  the list.* As we 
will discuss in more detail below, the cross section for the  production of a  resonance 
is proportion to the w idth of the resonance. The w idth of the  % states are more 
than  an order of m agnitude larger than  th a t of the 3/tj), so their cross sections 
are correspondingly larger. The fraction o f J / ^  produced in this m anner can be 
m easured by looking for photons, from % decay, produced simultaneously w ith the 
J /tl). The W A ll experim ent performed such a  m easurem ent and found th a t 18±  4% 
of the J/r{) come from  Xi decays and 13±2%  come from X ï decays [21]. The fraction 
from Xo decays is less th an  1%. From m easurem ents of the  i/)' cross section from 
E615 and the known branching ra tio  to J/V*, it has been calculated th a t 7% of the 
J/xj) are the product of xj>' decays. Combining these data , we see th a t 40% of J/t/) 
are produced via decay of interm ediate mesons.

Over most of the range of Xf ,  3/%[) production via quark-antiquark annihilation 
(process 5 in the list, shown diagram m atically in Fig 1.5) contributes only a  small 
fraction of the to ta l cross section. We will see la ter th a t direct production of J/i/) 
through qq annihilation can account for the to tal observed cross section a t high xp.  
The ra te  of the gluon fusion in  this kinem atic extreme is greatly reduced because 
the valence-quark component of hadrons dom inates over the  gluon and sea-quark 
components at high xp-  Production of J / ^  through interm ediate particles becomes 
unlikely near xp  = 1 because the interm ediate particle is already at the kinematic 
limit. The m om entum  taken by the extra particle involved in the decay tends to 
decrease the m om entum  fraction of the J/iJ).

'In  fact, some authors consider this process more important than the direct J/ÿi production 
processes of the pteceeding paragraph [20].
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The quark-antiquark annihilation process is of interest to  us for two reasons. 
F irst, it is im portant a t high Z f, the limit of interest for this experim ent. Second, the 
interaction is closely related to the Drell-Yan model. If quark-antiquark annihilation 
is the dom inant 3/i> production process at high xp ,  then we can expect a  change 
in the  m uon angular distribution, analogous to  change observed in the Drell-Yan 
interactions, a t high xp.  The quark-antiquark annihilation model would provide a 
framework for interpretation of the such an effect. We present a  calculation of the 
process, w ithout any higher-twist corrections, in order to  estim ate the contribution 
of qq annihilation at large Xp.

Since J (xj) production via the qq annihilation process is a resonance phenomena, 
we can calculate the cross section via the Breit-W igner resonant production formula. 
The to ta l w idth of the 3/xp is Pj/,/, = 0.062 MeV. Since the mass resolution of 
the experim ent, 180 MeV/c* as discussed later, is much larger than  the intrinsic 
width of the J /t^ , the observed l / ip  resonance will have a shape determ ined by 
the experim ental resolution function and a to ta l cross section given by the integral 
over the entire Breit-W igner resonance cross section. To derive the cross section for 
hadrons we m ust weight the point cross section using the structure functions, as for 
the Drell-Yan case. The resulting integral is identical to  the Drell-Yan cross section, 
Eq. (1.2), w ith the electromagnetic cross section replaced by the Breit-W igner cross 
section [63].

/ 47ra^e*
(1.4)

where is the branching ratio  oî 3/i> —> qq, =  0.07 is the branching ratio
of J/V" —» and Mjf,/, =  3.091 GeV/c* is the 3/xp mass. We estim ate by
assuming th a t the to tal hadronic width of the J  (xp goes to  equally to  uü,  dd, and sâ, 
and th a t there are no direct decays to  m ultiquark states. The branching fraction to 
any given type of quark will then  be the hadronic branching ra tio  divided by three, 
so Bq^ =  0.29. This estim ate could be off by as much as a  factor of 2. The cross 
section for ttN —* 3jxp —x is then

^  (1.5)

where F{xp)  = ~ +  A /,(z ,)/,/N (z !v )] (1.6)
g 3*1

The function F{xp)  is a summation over structure functions. The factor /c is a 
strong-interaction correction to the parton-m odel initial sta te  which we assume is 
the same for the Drell-Yan process and 3/xp production via qq annihilation.
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The 3/ip production model developed so far is a  direct copy of the Drell-Yan 
model of quark-antiquark annihilation; the only difference is the  fundam ental cross 
section used. We can a ttem pt to  extend the analogy past the Drell-Yan model and 
write down a form for the xp  dependence of the angular distribution, based on the 
higher-twist model of Berger and Brodsky. Experimentally, we know th a t the  J  /ip 
angular distribution at low zy  is isotropic. A change to  longitudinal polarization 
a t high X p  can be param eterized by

d<r ~  (1 — H-fcsin*^* (1.7)

We have used x p  in place of the z ,  th a t appears in the Berger-Brodsky form ula of 
Eq. (1.3). T he difference between xp  and over the  range x p  > 0.75 where we 
will apply this form ula is less than  2 %.

If qq annihilation were the only 3/ip production process then  the param eter k 
would be given by the Berger-Brodsky result, Eq. (1-3), for the Drell-Yan process, 
k = 4 k^ /9 A P .  Since there are o ther 3/ip production processes, the  fraction of J / '0  
which are polarized, and therefore the param eter fc, are reduced. We will assume 
th a t to ta l cross section for unpolarized 3/ip production scales as (1 — Z f )* relative 
to the  longitudinally polarized part of the cross section. We can then w rite k  as

^  =  (1-8)
where Ay and M  are defined in the discussion following Eq. (1.3), and A  is the  ratio 
of the cross section for the production of unpolarized 3/ip via qq annihilation to  the 
to ta l cross section for the production of unpolarized J/V*. We can determ ine the 
value of A,  independent of any angular distribution m easurem ent, by comparing 
the to ta l observed cross section for J/V> production to  the cross section for J /-0  
production from qq annihilation calculated from Eqs (1.5)-(1.6). We find th a t

 ̂= « !(■ H -^  " = <'•*>
The variable R  is the ratio  of the  to ta l cross section for J/V> production (ojot) 

to the cross section for J / ^  production via qq annihilation (cr,^), and v  is related to 
the cross section for the production of longitudinally polarized 3/d>-

1.5 Nuclear Effects

Until now we have considered the interaction of the 3/ip w ith each nucleon 
individually. However, we m ust also consider the possibility th a t the production
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cross section depends on the properties of the  nucleus or tha t the 3/ip will interact 
in the nucleus after it is created. The lifetime of the 3/ip is 10“*® seconds. This is 
significantly longer than typical strong-interaction time scales. Therefore, it is very 
possible th a t the 3/ip will undergo interactions while still w ithin the nucleus.

The dependence of the cross section for 3/ip production, has been studied 
by the NA3 collaboration at CERN [22] and by Fermilab experiment E444 [23]. 
NA3 measured for pions (both positive and negative) incident on hydrogen 
nuclei (atomic weight =  j4 =  1 ) and platinum  nuclei (A =  195.1). Assuming a 
power law dependence on the atomic weight, <Tj/  ̂ =  A*, the NA3 results give an 
exponent S — 0.96 ±  0.01 for the cross section integrated over all xp  and all Pp.

Also interesting are the results on the xp  and Pp dependence of S. The NA3 
experiments found tha t 6 decreases with increasing xp.  The results quoted are 
th a t S =  0.97 for 0 < xp  < 0.2 decreasing to  5 =  0.77 for 0.8 < xp < 1.0. This 
is in opposition to the E444 data  which show no variation in 6 versus xp.  There 
is statistically significant disagreement between the two experiments. For the Pp 
dependence, the NA3 analysis shows S =  0.91 for Pp <  0.5 GeV/c, increasing to 
ê =  1.09 for 3.5 < Pp < 4.0 GeV/c. The E444 results show the same trend. The 
enhancement in heavier nuclei a t large Pp is interpreted as evidence th a t the 3/ip 
reacts in the nucleus after it is created. These reactions increase the Pp of the 3/ip 
after it is produced.



Chapter 2 

Apparatus

The E615 apparatus is shown in figure 2.1 [24]. The main parts of the apparatus 
are:

• the tungsten  target.

• the absorber, used to  filter out all particles except muons.

•  the  selection m agnet and trigger scintillators, used to  select m uon pairs with 
high invariant mass.

•  the analysis m agnet and wire chambers used to  measure the m om enta and 
trajectories of the muons.

A very im portan t consideration in  the design of E615 was the reduction of back­
ground events. The cross section for the  Drell-Yan process is much smaller than 
the cross sections for th e  background hadronic processes. In  E615 only 1 in  10® 
incident pions produced a  event with invariant mass greater than  4 GeV/c*.
Most of the  beam  interacted  hadronically, producing a large background of par­
ticles. In addition, 20% of beam  did not in teract in  the target. Absorbing these 
background particles w ithout also elim inating the desired m uon signal was possi­
ble because muons readily penetrate  m atter. Several m eters of m aterial, placed 
between the  target and the detector, stopped electrons and hadrons leaving only 
muons and  neutrinos. Therefore, any charged particle emerging from the absorber 
was a muon.

The rem aining background can be divided into two categories: muons from the 
decay of beam  particles (halo m uons), and muons from the decay or interaction of 
hadrons produced in  the  target (secondary muons). Holes in  the trigger scintillators 
along the  beam line prevented triggering on m ost halo muons. Halo muons outside 
the beam  pipe were rejected by scintillators upstream  of the target. Secondary 
muons could be produced from secondary hadrons either singly by weak decays, or
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in pairs by electromagnetic decays or interactions. Accidental pairs involving singly 
produced muons and m uon pairs generated from secondary hadrons both tended to  
have low invariant mass and were elim inated by a  sophisticated trigger which made 
an approxim ate determ ination of the  dim uon mass online. An essential part of the 
trigger was the ‘selection magnet ' which was designed to  give high-invariant-mass 
dimuons an easily identifiable signature.

After leaving the absorber, the  muons were detected and  m easured by  a series 
of wire chambers and scintillators. To achieve high resolution in  reconstruction of 
the  dim uon trajectories a t the interaction point, the  absorber was constructed to  
minimize m ultiple scattering. The ‘analyzing m agnet’ was needed to  determine the 
m uon momenta.

We have just given a quick introduction to  the main features of the E615 ex­
perim ent. Each part of the apparatus wiU be discussed in  greater detail in  the 
rem ainder of this chapter.

2.1 The Beam and Target

The pion beam  used for E615 was a secondary beam  produced by steering a 
800-GeV/c proton beam , extracted from the Fermilab Tevatron, a t a  beryllium 
production target. The secondary beam  could be run with either positively or 
negatively charged particles. The m om entum  of beam  particles reaching the target 
was restricted to  a range oi a-pfP = 3.4%. The central m om entum  of the incident 
beam  for the d a ta  analysed here was 252 GeV/c [27].

The central m om entum  was chosen to  maximize the yield of pions while keeping 
the proton and kaon backgrounds a t acceptable levels. Using results of previous 
studies of the secondaries produced in proton interactions, the hadronic composition 
of the beam  at the experim ental target was calculated to  be 53.8% pion, 42.1% 
proton, and  4.1% kaon for the  beam  and 92.8% pion, 1.7% proton, and 5.5% 
kaon for the ir~ beam [24]. There were also leptons in the beam. In term s of totaJ 
num ber of charged particles, the  negative beam  was 7.2% e" and 1% and the 
positive beam  was 2.4% e+ and 0.5% The lepton component does not contribute 
to  Drell-Yan or J/rp production, but is im portan t in determ ining the pion intensity.

The secondary beam  had an intensity of 2 x 10® pions per second during the spill 
of 20 out of 60 seconds per accelerator cycle. This high intensity was necessary to  get 
a  large sample of high-mass Drell-Yan events, bu t precluded tagging or measuring 
the m om entum  of the incident particles on an event-by-event basis. Identification 
of the incident particles was not necessary for the  7r“ beam , bu t would have been 
useful for the 7r+ beam. The flux of the beam  was m onitored by ionization chambers 
which counted the to tal num ber of charged particles. The to ta l num ber of pions on
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target for the 250-GeV/c running was calculated from the measured to tal num ber 
of beam  particles, adjusting for the non-pion contam ination and the detector dead 
tim e, to  be 5.5 X  10̂ ® ir~ and 3.8 X  10'®

The experim ental target was a 5.1-cm-diameter, 20.3-cm-long cylinder of tung­
sten. In studies of the Drell-Yan process on a  variety of different nuclear targets, 
the Drell-Yan cross section, (rpy, has been observed to  vary linearly w ith the atomic 
weight. A,  of the nucleus, <tdy ~  A ' However, the cross section, a-g, for inelastic 
hadronic interactions scales as <r̂ r ~  A® ™ [25]. The fraction of pions producing 
Drell-Yan events varies as the ra tio  of the two cross sections, ffDYl<^H ~  A® 
Therefore tungsten’s large atom ic weight produces a  favorable yield of Drell-Yan 
events, an increase of 3.5 relative to  a hydrogen target.

There was a  gap of 46 cm between the target and the absorber. This gap was 
made larger th an  the experim ental z  resolution of event vertex, ~  30 cm, in order 
to  separate interactions th a t occurred in the target from those th a t occurred in the 
absorber. Given th a t we can successfully identify interactions which occur in  the 
target, we can constraint the point of production to lie within the target. Tungsten’s 
short interaction length for pions, 12 cm, allowed use of a  small target. The target 
constraint on the event vertex improved the dim uon mass resolution by roughly 
20%.

2.2 The Absorber

The absorber was designed to  stop all particles except muons and neutrinos, 
while minimizing the error in the reconstruction of the muons tracks due to  multiple 
scattering. The length required for the absorber is proportional to  the hadronic 
absorption length, Bo, of the m aterial used. The m ean angular deflection of muons 
in  m aterial of given pion absorption power is ÿrm, ~  yB o/X o, where Xo is the 
radiation  length of the  m aterial. To minimize one should use w ith low Z  
m aterials. The absorber was constructed using the two lowest-Z m aterials readily 
available. I t contained 3.2 m  of beryllium (Z  =  4) and 4.1 m  of graphite (Z  =  
6 ). G raphite was used for part of the absorber because only a lim ited am ount of 
beryllium was available and was placed downstream  because the detrim ental effects 
of m ultiple scattering decrease nearer to  the wire chambers. In to ta l, the absorber 
was 15 hadronic interaction lengths (35 radiations lengths) long.

2.3 The Selection Magnet

The absorber was contained inside the gap of a  400-ton dipole m agnet, the 
selection m agnet. To maximize the magnetic field, the m agnet was constructed
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in sections. T he gap inside each m agnet section was made only large enough to 
contain the tracks of muons produced in  the target which would pass through the 
wire chambers. By minimizing the gap of the  m agnet, one maximizes the  magnetic 
field produced by a given m agnet current and num ber of turns in  the magnet coil, 
which were fixed by engineering constraints. T he integral of the  vertical component 
of the m agnetic field was 10.7 Tesla m  along a line passing through the center of 
the  m agnet. The field im parted  a transverse-m om entum  kick of 3.2 GeV /c in the 
horizontal plane to  muons passing through the detector. The m agnet swept very 
low-mass (less th an  1 GeV/c®) dimuons out of th e  detector volume and provided a 
means for the  trigger to  identify high-mass (greater th an  3 GeV/c®) dimuons.

2.4 The Trigger

The triggers used inform ation from the scintillators. The A and B scintillators, 
not shown in Fig. 2.1, were used to  veto muons produced by decay of particles in 
the beam , and the C, D, E, and F scintillators were used to  do crude online event 
reconstruction for the  trigger. The level-1 trigger required a t least two hits in  each 
bank C-E and no hits in banks A or B. W ire cham ber readout began after each 
level-1 trigger. T he level-2 trigger required th a t the projection of at least two of 
the tracks in the elevation view pointed back to the target. In the elevation view 
the m agnets cause no bending so the extrapolation of the tracks is straightforward. 
W hen the  level-2 trigger was satisfied, the  scintillator patterns and wire-chamber 
d a ta  were stored in  buffers to  await the outcome of the level-3 trigger decision.

The level-3 trigger did more sophisticated processing in order to  reject dimuons 
w ith an invariant mass of less than  2 GeV/c®. The trigger operated by recognizing 
p atterns indicative of high-mass m uon pairs, ra ther than  performing an explicit 
calculation of the  pa ir’s mass. To illustrate the principle, we consider a  pair of muons 
in the bending plane of the selection m agnet, each w ith transverse m om entum  of 
3.2 GeV/c. The invariant mass of the pair is 6.4 GeV/c®. If the  muons are bent 
inwards, then the transverse m om entum  of each m uon will be exactly balanced by 
the kick of the  m agnet and the muons will leave the magnet w ith parallel tracks. 
Lower-mass dimuons wiU have diverging tracks and higher-mass dimuons will have 
converging tracks. In practice, it was found th a t the angle between the m uon tracks 
was well correlated w ith the dimuon mass for a wide range of asym m etric decays.

The level-3 trigger was designed to  identify high-mass dimuons based on w hether 
the tracks were diverging or converging. Using the  p a tte rn  of hits in the C and D 
scintillators, possible pairs o f tracks were identified. For each pair, three distances 
between the pair of hits within each scintillator bank were calculated, (two in the 
bending plane and one perpendicular). From the three differences a  16-bit word
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was formed. A calculation of the  sign of each individual track  from scintillator 
hits provided two additional bits of information. The 18-bits were then fed into 
a  look-up table which generated the decision to accept or reject the  event based 
on prior calculation of the  masses of the pairs which could generate th a t 18-bit 
description. T he average time required for the level-3 trigger decision was 1.5 (is. 
Events satisfying all three triggers were w ritten to  tape. Every thousandth  event 
satisfying the level-1 trigger was also w ritten to  tape. I t was found th a t the level-3 
trigger reduced the ratio  of events w ith mass less th an  2 GeV/c® to  those w ith mass 
greater than  4 GeV/c® by a factor of 12 [24].

2.5 The Wire Chambers and Analysis Magnet

The trajectories of m uons leaving the absorber were measured using multiwire 
proportional cham bers (M W PC ’s) and drift cham bers to  make accurate position 
m easurem ents. A nother m agnet, the  analysis m agnet, was located between the two 
sets of drift cham ber so the m om entum  of the muons could be determ ined.

The drift cham bers provided position m easurem ents w ith a  resolution of 290 pm , 
the M W PC resolution was 750 pm . The distance covered by the  cham bers upstream  
of the analysis m agnet was about four meters. Downstream the cham bers extended 
over five meters. So one would expect the  angular resolution of the detector to  
be about 0.08 m rad upstream  and 0.06 m rad downstream. The analysis magnet 
generated a field integral of 2.9 Tesla-m. For a 125-GeV/c m uon this would cause 
a deflection of 7 m rad. So the expected m om entum  resolution is roughly 2% for 
the com ponent of the  m om entum  in the plane perpendicular to  the  m agnetic field. 
We have somewhat underestim ated the resolution because the effective position 
resolution for a set of chambers is b e tter the  resolution of any individual chamber. 
The m om entum  resolution found from the event reconstruction is 1% a t 125 GeV/c.

Exam ining the observed invariant mass spectrum  near J/ip  m ass, we found th a t 
the experim ental mass-resolution function was roughly gaussian. F itting  to  the 
d a ta  for x p  > 0.80 we found a  w idth of 178 ±  2 MeV/c®. A M onte Carlo sim ulation 
of the  experim ent confirmed th a t the mass resolution was dom inated by m ultiple 
scattering  in the  target and absorber.



Chapter 3 

Analysis

The goal of this analysis was to  obtain the cross section for the production of 
J/Vi as a function of Z f and Pp and to  measure the angular distribution of muons 
from J / ^  decay. This chapter will a ttem pt to  explain how the physical quantities 
of interest were extracted from the m easurements made w ith the apparatus. F irst, 
we will describe the reconstruction of m uon trajectories in the detector and the 
calculation of dimuon kinematics at the interaction point. Second, we will describe 
the m ethod used to separate the J /'ÿ  signal from events produced by continuum  
interactions and the lim itations on the measurements th a t could be m ade with our 
d a ta  sample. We will then discuss how to correct for the acceptance of the detector 
and determ ine the true  cross section from the m easured num ber of J / ^ .

3.1 Event Reconstruction and Selection

The general event-reconstruction procedure common to all analysis done on E615 
d a ta  has been described in  detail in the other theses from E615 [13,15,17,26,27].

The first step of the  event reconstruction used the inform ation from the scintil­
la to r banks to do a  fast calculation of the mass of the m uon-antim uon pair w ith a 
m ass resolution of about 250 MeV/c®. The calculation was very quick and was used 
to  elim inate events with mass less than  2  GeV/c® early in the  analysis. T he calcu­
lation was essentially a  repeat of the online level-3 trigger, but was more accurate 
because it used a better algorithm  and information from more scintillator banks. 
A bout 40% of the da ta  passed th is cut.

The analysis routines then turned to the d a ta  from the wire-chambers. The 
first operation was to cut events with too many hits in the chambers. These cuts 
elim inated readout errors, events w ith showers in the chambers, and most events 
w ith more than  one pair of muons. For events passing these cuts, track finding in 
the chambers began starting  from the hits in the scintillators. The scintillator hits 
were used as the starting  point for the  track-finding algorithm , bu t were not used

23
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in the track fits.
U pstream  tracks were rejected if the fit probability was less th a n  2% o r the 

num ber of cham bers h its  in the track was less than  5 out of the  9 possible. Down­
stream  line segments were required to have a fit probability of b e tter th an  5%. If 
more th an  50 msec of Cyber 175 com puter tim e was used for an event, track fitting 
was stopped. Using the da ta  in the downstream  drift chambers, an  additional fit 
was performed to  find the tim e at which the particle passed through the chamber. 
The beam  a t Fermilab delivered particles in  1 ns ‘R F  buckets’ separated  by 18.6 ns 
intervals. The cham ber timing had a  resolution of 2.3 nsec. A cut was placed 
at 11.5 nsec, relative to  the scintillator tim ing, to  elim inate tracks from other RF 
buckets.

For th is analysis, we accepted only events w ith one p+ track and  one p ” track. 
This removed any possible ambiguity due to  mispaired muons. In  order to  eliminate 
halo muons, we also required th a t muons vrith the  same sign of charge as the  beam 
have angles relative to  the beam  of greater th an  5 m rad and m om enta less than 
200 GeV/c.

A global fit was performed using pairs of upstream  and  downstream  line seg­
m ents. This fit took in to  account deflection of tracks in  the fringe fields of the 
magnets. The pairing of an upstream  and downstream  segment in to  a  muon track 
was accepted if the fit probability was b etter than  3%. The resolutions from  this 
fit were o '{ P „ ) /P „  =  0.0001 • P „  for P  in GeV/c, =  0.1 m rad, and =
0.3 m rad [15]. As a  check on the consistency of the fitting procedure the  differ­
ence between the position of a  hit w ithin a  cham ber and the fitted position at that 
cham ber were plotted for each chamber. The average difference for each chamber 
is zero to  w ithin 2 0 % of the chamber resolution and there are no system atic shifts 
from cham ber to chamber[13].

After the track fitting was done the next task was to  sim ulate the transport 
of the muons through the absorber to  find the m uon m om enta (m agnitude and 
angle) a t the point of production (the ‘vertex’). Each m uon pair had  ten  measured 
quantities. A t a given plane perpendicular to  the  beamline and downstream  of 
the absorber, the five param eters for each m uon are: the two slopes of trajectory, 
the two intercepts of the  trajectory, and m agnitude of the m uon m om entum . The 
quantities of more direct physical interest are the m uon trajectories a t the point of 
production. There are nine param eters; the  three coordinates of the vertex, and 
two slopes and a m agnitude for each m uon’s m omentum. The z position of the 
vertex was fixed a t the m ean z-coordinate of hadronic production in the target, 
because the vertex z-resolution was larger than  the size of the  target.

Six of the muon param eters a t the vertex, not including the m agnitudes of the 
m om enta, were calculated by fitting the ten measured m uon param eters using a
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transport equation. The transport equation was an approxim ation to  the average 
of many m uon trajectories through our M onte Carlo sim ulation of the experim ent. 
Some of the param eters of the transport equation (and the sim ulation) could be 
calculated from the known properties of the absorber. The additional param eters 
were found by minimizing the observed w idth of the Jfij) resonance [17]. If the 
probability th a t the muon pair had been produced a the same vertex, as calculated 
from  the transport equation fit, was less than  2 % the event was rejected.

The m agnitudes of the m uon m om enta a t the interaction point were calculated 
from the measured m om enta taking into account the energy loss in the  absorber. 
The energy loss was found to  be nearly constant over the m om enta range of interest 
with a small correction linear in  the  m om entum  [17,27].

W ith the kinem atic param eters of the muons at the  vertex, we calculated the 
kinematic variables of the muons in their rest frame at their point of their pro­
duction. The kinem atic variables used in the  analysis were calculated from the 
m om entum  three vectors of the two muons, as discussed in  section 1 .1 .

3.2 Extraction of the J/ ip Signal

In the previous section we have shown have the kinematic variables of the muons 
at the interaction point were determined. The d a ta  can be considered to  be a list 
of the Z f, Pt , cos O', (j>', and M  of each dimuon event observed in the detector. To 
find the dependence of the  J / ^  cross section on the kinem atic variables other than  
M , we bin the da ta  in the  variables and then find the num ber of J / ^  in each bin by 
performing a fit to the num ber of events versus mass within the bin. The dimuons 
from J /%6 decay form a peak centered near the  3/ip mass w ith a  w idth equal to  the 
mass resolution of the detector. The num ber of 3/ip in each bin is given by the 
num ber of events contained in the peak. We m ust have enough events in each bin 
to  ex tract the J /ip signal, so we are liim ted in how finely we can bin the d a ta  and 
how many variables we can examine simultaneously.

The goal of the analysis was to  measure the  cross section for 3/ip production as a 
function of Z f and Pp, and the angular distribution in  cos0' and <p* of muons &om 
3/ip decay as a  function of xp- We split the analysis into separate m easurem ents of 
the production cross section and the angular distribution because we did not have 
sufficient d a ta  a t high Z f to  make acceptable mass fits when the d a ta  were binned 
in  the four variables simultaneously. The Xp-Pj  dependence of the cross section was 
m easured by dividing the d a ta  in to  90 regions: 15 bins of xp  by 6  bins of Pp. The 
angular distribution m easurement used 375 regions: 15 bins of xp  by 5 bins of cos d ' 
by 5 bins of <p*. The xp  bins were evenly spaced over the range .25 < xp  < 1.0. 
T he cos and (p* bins evenly covered their physical ranges. The P j  bins extended
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from P r  =  0  to  P r  =  5.0 GeV/c, increasing in size at large P t  because the number 
of events dropped off as Py increased.

Figure 3.1 shows the number of events versus mass along with the fitted function 
(solid line) and the fit to  the background (dotted line) for two x p - P r  bins. The 
function used for the fit was the sum of two gaussians for the 3/ip and ip' peaks and 
a quadratic polynomial plus the exponential of a linear function for the continuum. 
The functional form chosen for the continuum is somewhat arbitrary  and was used 
mainly because it provided good results. The continuum events arise primarily from 
Drell-Yan pair production which is well characterized by an exponential dépendance 
on mass. At the low end of the mass range there is a sharp drop-off in the number 
of events due to the effect of the level-3 trigger. The sum of an exponential and a 
quadratic polynomial provided a good fit to both  the low-mass cutoff and the high- 
mass exponential form. The precise form of the continuum function affected the 
quality of the fits, but did not affect the fitted number of 3/ip. Similarly, inclusion 
of the a peak for the ip' improved the fits but had little  effect on the number of 
3/ip. This was expected since the number of ip' observed is much smaller than the 
number of 3/ip. The function used for the fit is given below.

/(M )  -

+ aM^ + bM + c + c“"+ ^

There were seven free param eters in the function f { M )  used to fit the mass 
distribution: the number of 3/ip the number of ip' {N^i ), and five param eters
to fit the continuum (a, b, c, o , /3). The function had three fixed param eters used to 
describe the resonance peaks: the mass of the 3/ip {M j/^ = 3.097 GeV/c®), the mass 
of the Ip' {Myj,! = 3.685 GeV/ c®), and the width of the resonances (<r =  180 MeV/c®). 
The width is the experimental resolution rather than  the intrinsic w idth of the 
particles. We did not allow the central mass and width of the 3/ip and ip' peaks 
to  vary because with the addition of these two param eters the  fitting function is ill 
behaved. The 3/ip gaussian and the continuum form are not orthogonal functions 
so for fits on plots with low statistics, or with a poor choice of initial parameters, 
both functions a ttem pt to  fit the region of highest statistics, the ] /ip peak, causing 
the fit parameters to diverge. Since we could not allow the width and mass to vary 
at high X p ,  we chose to  be consistent and not allow them  to vary a t any x p .

To investigate what effect this might have on our determination of the number of 
3/ip we performed fits with the masses and the width left as free parameters. These 
fits were on bins of only x p ,  in order to  have sufficient statistics over the entire
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Figure 3.1: P lots of the raw mass distribution. Shown in the plots are the  da ta  
points, the  overall fit to  the da ta  (solid line), and the fit to the  background (dotted 
line).
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Figure 3.4: Raw num ber of 3/ip

range of xp .  Figure 3.2 shows the  measured w idth of the 3ftp as a  function of xp.  
Figure 3.3 is a similar plot for the  centroid of the 3/ip peak. Since the uncertainty 
in the m om entum  is proportional to the m omentum, we would expect the width 
increase w ith xp .  This is the case except for the two highest xp  bins. The reason 
for the shift in the J /ip centroid is most likely due to  inaccuracy in  the background 
subtraction. These variations in the w idth and centroid of the 3/rp peak had little 
effect on the num ber of 3/ip‘’s determ ined from the  fit. The ratio  of the num ber of 
J /ip from the  fits with constant mass and width to  the  num ber of J /ip from the fits 
where those two param eters was unity  to  within 2 % except for the  highest xp  bin 
where there  was a  7% difference. The difference in  the num ber of J  /ip from the two 
fitting procedures is significantly smaller th an  our estim ated uncertainty for either 
fitting procedure across the entire range of xp-

To account for the  uncertainty in the width determ ination and for errors due 
to  deviations from gaussian in  the 3/ip peak, we added a  2.5% error in quadrature 
to the error in  the num ber of 3/ip ’s given by the fitting procedure. In cases where 
the X* was greater than  the num ber of degrees of freedom of the  fit (DoF), we 
m ultiplied the error in the num ber of 3/ip’s by YX^/DoF, essentially expanding our 
error bars un til the x^/D oF  =  1 . The observed num ber of J /ip versus is plotted
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in figure 3.4.

3.3 Correcting for Acceptance

The num ber of J/i/i events in each bin of the xp -P r  or the XF-cosO*-(f>* dis­
tribu tion  does not directly give the underlying physical cross section. To find the 
cross section for 3]ip production, or the tru e  decay angular distribution, we must 
know the  probability th a t a  m uon pmr w ith a given set of kinem atic variables will 
be detected in  the apparatus (the acceptance). A M onte Carlo sim ulation of the 
detector was constructed to  provide a  way to  calculate the acceptance. We did not 
have enough events to bin the d a ta  in all the  of kinematic variables simultaneously. 
Therefore, when calculating the acceptance for a particu lar bin of some of the vari­
ables, we m ust always average the cross section over a t least one other variable. 
However, to  do the average we m ust already know the cross section.

W e began w ith a  first estim ate of the acceptance and by iteratively improving 
our values for the  cross section, we converged to  the correct acceptance and cross 
section. For our first pass, we used the  acceptance calculated from  an analysis of 
Drell-Yan d a ta  from E615. We applied this acceptance to the  observed 3fip cross 
section to  calculate a  physical cross section. This cross section was used to  generate 
the first set of Monte Carlo events and new values for the acceptance. The new 
acceptance, together w ith the data , were used to  make an improved calculation 
of the  physical cross section. The new cross section was then used to  generate 
m ore M onte Carlo events. T he process was repeated until the  cross section tha t 
went into the sim ulation to  generate the  acceptances and the distribution calculated 
from  acceptances and  the d a ta  agreed w ithin the errors of the  data .

We actually performed two series of iterations. F irst we assumed th a t the angu­
lar d istribution was fiat, i.e., the  cross section had no dependence on cosO* or (p*, 
and then iterated  using the procedure described above, modifying the dependence 
of the  cross section only on x p  and Pp,  and using d a ta  binned only in xp  and Pp. 
The param eterization used for the  xp-Pp  dependence of the cross section is given 
in  Eq. (4.2). This first stage of iteration  was performed because we knew from 
previous experim ents th a t the angular distribution is flat over m ost of the range 
of Xp and Pp. The assum ption of a flat distribution greatly reduced the num ber 
of M onte Carlo events required to calculate the acceptance. Most of the computer 
tim e for M onte Carlo event generation was spent iterating  until th is approxim ation 
to  the xp-Pp  d istribution converged.

After the  xp-Pp  d istribution converged we used it to find acceptances for the an­
gular variables, which were used to  find the angular distribution. We then changed 
the cross section in the  sim ulation to reflect the  new angular d istribution as a func-
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Figure 3.5: Acceptance versus mass

tion of X f  calculated from the acceptances and the d a ta  binned in  x f , co s# ', and
W ith  the new angular p art of the  cross section, we generated events to  find a 

new xp-P r  acceptance, which we used to  recalculate th e  xp  and P t  dependence of 
the cross section. We alternated finding the x p ,  P t  acceptance and the  x p - c o s  

acceptance until the fits for both  the J/V> production cross section and the angular 
distribution converged. Fortunately, only a  few repetitions were necessary. The 
param eterization used for the angular part of the  cross section is given in Eq. (4.8). 
The param eterization has no dependence on tf>* because we found no significant 
variation of the cross section w ith <f>*.

Figures 3.5 and 3.6 show the  M onte Carlo generated acceptances as a  function 
of each of the five kinem atic variables. For each plot the  o ther variables were 
integrated over according to  our best fit of the J / ÿ  production d istribution , which 
will be presented in the next section. The integration was over the entire physical 
range of the variable, except when integrating over zjr which we restricted to  0.75 < 
X p  < 1.0, since we are interested prim arily in the  high x p  region.

A nother problem in calculating the acceptance would arise if  the  experim ental 
resolution is comparable to  the bin size. In this case, th e  acceptances are a  function 
of the  production distribution and we m ust know the cross section in order to  cal­
culate the contribution to  the  signal in a given bin from m uon pairs over the  range
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Variable Resolution
XF 0.03
Pt 190 MeV/c
M 180 MeV/c*
cos 9* 0.08
r 0.28 radians

Table 3.1: Resolutions for the  kinem atic variables

of the  experim ental resolution. As long as the m agnitude of the cross section varies 
slowly relative to the  bin size, this problem could be handled using the same iter­
ative procedure described above. We avoid this difficulty because the experim ental 
resolution, given below, is smaller than the bin sizes we have selected except in the 
case of the  invariant mass. The mass fitting procedure described above allows for a 
resolution larger than  the bin size.

I t is im portan t to  note th a t our sim ulation of the experim ent generated complete 
sim ulated events equivalent to  the data  produced by the apparatus. The sim ulated 
events were processed using the same reconstruction procedures used for the  data. 
The sim ulation takes into account the  inefficiencies and resolution of the apparatus. 
The acceptance was calculated using the kinem atic variables of generation in the 
generated distribution and the reconstructed kinem atic variables in the  accepted 
distribution. The acceptance calculation, therefore, takes in to  account smearing of 
the cross section near the edges of kinematic-variable bins.

3.4 Resolution

An estim ate of the resolution of the  detector in  the five kinem atic variables 
in  shown in Table 3.1. The resolutions were determ ined using the M onte Carlo 
sim ulation. In  each case events were produced w ith the  production cross section 
for Xf  > 0.75 described below, w ith one variable held fixed. The root-m ean-square 
deviation from the mean of the reconstructed distribution for the variable held fixed 
was taken as the  resolution for th a t variable. The invariant-m ass resolution agrees 
w ith the value found from a fit to the  observed w idth of the 3/rj) peak.
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3.5 Beam Composition and Cross-section Normalization

To reduce the contribution to  J/ij) produced by protons in  the ir"*" beam , we 
accepted only events w ith Xf  > 0.75 from the positive beam. The number of events 
produced a t high xp  by protons is greatly reduced relative to the  yield from pions, 
because the structure function of the proton goes to  zero more rapidly a t high xp  
than  the  structure function of the pion. Exam ination of the  relative num ber of 3ftp 
produced by the positive and negative beam s of E615 as a function of xp  shows tha t 
the  ratio  is constant for xp > 0.75 [27]. We take this as evidence th a t the  proton 
contribution to 3/tp production above xp  = 0.75 is negligible.

The cross section of a process can be calculated if the num ber of events produced 
by the process, the  num ber of incident particles, and the properties of the  target 
nucleons are known. The cross section is given by

Nero
o — (3.1)

where cr is the cross section of interest, N  is the num ber of events corrected for 
acceptance, /  is the fraction of time during which the experiment was able to 
accept events (the live tim e), Oq is the pion absorption cross section per nucleon, 
N tt is the  num ber incident pions, L is the length of the target, and Ro is the pion 
absorption length of the target. This form ulais derived assuming the the pion beam  
is exponentially attenuated  as it passes through the target. The metin part of this 
chapter has been devoted to  describing how N  is determ ined. The live tim e can 
determ ined from information available from the data-acquisition system, the length 
of the target can be easily measured, and the pion absorption of tungsten is well 
m easured [64].

The main problem in measuring the absolute scale of the cross section is deter­
mining the num ber of pions incident on the target. The intensity of the beam  was 
m onitored during each spill by an ionization cham ber which recorded the num ber of 
charged particles in the beam. The chambers were calibrated by inserting a  copper 
foil in the  beamline and la ter measuring the radioactivity from Na*^ nuclei produced 
by collisions of the  beam particles w ith Cu nuclei. The system atic uncertainty in 
the calibration is on the order of 20%. For this analysis we use a  determ ination of 
the cross-section normalization made by J. Conway for the tt~ beam [15]. The to tal 
cross section for the 7r+ beam  for Z f > 0.75 was normalized to  m atch the total cross 
section for the  ir~ over the same interval.
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R esults

In this chapter we present the  cross-section m easurem ents m ade during our 
analysis. We present results for the  xp  and Pp dependence of the  J / ^  production 
cross section and for the angular distribution of the decay m uons. We also present 
the  results of fits of the da ta  to  analytic approxim ations of th e  cross sections and 
com pare th e  d a ta  to  the gg annihilation model and the param eterization of the 
dependence of the  angular distribution on xp  presented in section 1.4.

4.1 The xp -P r  Cross section

T he m easured cross section for each of the  xp-Pp  bins described in the  previous 
chapter is given in  Table 4.1. The values ffi,, are the cross section (in picobarns) for 
J/V> production integrated across the xp-Pp  bin m ultiplied by the branching ratio  

of J/V> ^

1  d x p  j  d P p  (4.1)

where the in tegration  extends over a  single d a ta  bin. The values given are the cross 
section per nucleon, calculated from th e  cross section on tungsten  assuming th a t 
the  cross section varies as <r ~  A*, where A is the atom ic m ass of the target. Due 
to  the disagreement between the various m easurem ents of the xp  dependence of 6, 
(see section 1.5), we chose to ignore the issue completely and take 5 =  1 for all ®jr 
and all Pp. The error quoted for the  cross sections is due to statistical error in  the 
3/tp mass fit and the acceptance calculation and  disregards the  overall system atic 
uncertain ty  of 20% in the beam  norm alization. We do not present results for bins 
w ith fewer th an  2 0  J /t^  events.

O ur cross-section m easurement depends on the acceptance calculated from the 
M onte Carlo sim ulation of the experim ent, and  on th e  param eterization of the cross 
section used to generate events in the simulation. As discussed above, we generated

35
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X p 0.25 0.7
Pp in GeV/c 

1.25 1.75 2.5 4.0
0.275 125±10 259±19 204±15 126±10 88±9 10±3
0.325 119±8 219±17 163±11 104±7 61±5 13±3
0.375 93±6 178±13 136± 9 75±5 53±4 7.8±1.7
0.425 84±6 148±11 109±8 60±4 41±3 4.3±0.8
0.475 64±5 122±9 92±7 44±3 29±2 6.8±1.7
0.525 54±4 95±8 72±5 38±2 21.3±1.3 4.4±0.6
0.575 44±3 73±6 54±4 29.5±1.8 18.0±1.2 2.3±0.3
0.625 32±2 56±4 38±2 19.8±1.2 11.0±0.7 1.9±0.3
0.675 24.6±1.4 41±2 26.6±1.6 14.0±0.8 7.5±0.5 1.3±0.2
0.725 18.9±1.1 28.5±1.3 17.7±0.8 9.2±0.5 4.9±0.4 0.63±0.13
0.775 12.7±0.6 18.7±0.7 11.5±0.4 5.1±0.2 3.19±0.17 0.28±0.04
0.825 7.6±0.4 10.6±0.4 6.2±0.3 2.73±0.17 1.32±0.11 0.20±0.04
0.875 3.72±0.24 5.4±0.3 2.78±0.16 1.19±0.09 0.58±0.07 0.05±0.02
0.925 1.65±0.16 2.10±0.14 1.06±0.09 0.32±0.04 0.15±0.03 -

0.975 0.29±0.05 0.39±0.05 0.13±0.02 0.058±0.015 0.014±0.005 -

Table 4.1: The J/ip  cross section versus xp-Pp.  T he values are the cross section 
tim es branching ra tio  per nucleon in picobarns in tegrated  across each da ta  bin. 
T he Xp and  Pp values are the  bin centers. All xp  bins have a  w idth of 0.05. 
The four lower Pp bins have a  w idth of 0.5 GeV/c. The upper two Pp  bins are 
2.0 GeV/ c  < Pp < 3.0 GeV/c and 3.0 GeV/ c  < Pp < 5.0 GeV/c.
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several sets of sim ulated events, varying the cross section used in the  simulation 
until it agreed with the  cross section calculated from the experim ental d a ta  and the 
acceptances generated using the simulation. To param eterize the J / ÿ  production 
cross section, we used the form

— -  =  ( « )dxF dPr  [1 +  { P t / G eV /c)5 /5 ]r 
where

S = D + E { 1 - X f Y  (4.3)
T  =  F  + G { 1 - x f Y  (4.4)

This form was taken from a  previous analysis of J/V* da ta  from E615 [13]. I t is 
not physically m otivated, bu t has been found to  provide a good fit to  the  data . The 
form  has seven free param eters, including the norm alization. T he norm alization, 
A, has units of nanobam s/G eV /c. The norm alization values are for the differential 
cross section m ultiplied by . W ith our choice of GeV/c as a  scale for f r ,  all of 
the o ther param eters are dimensionless. To provide sufficient statistics across the 
entire range of Xf  while lim iting the to ta l num ber of events required, we calculated 
the acceptance and fit the cross section in  three regions of zp . The final param eter 
values for the cross-section fits in each region are shown in Table 4.2. The rightm ost 
column of the table is the result of a  fit for the cross section over the  entire range
0.25 < xp  < 1.00. The error quoted for the norm alization (param eter A )  includes
the uncertainty due to  the  beam  normalization.

Figure 4.1 shows our m easurem ent of the differential J/V> production cross sec­
tion, da-jj^Jdxp, versus xp  m ultiplied by 5^+^-. The d a ta  from this analysis are 
shown as diamonds; the filled boxes are d a ta  from the NA3 collaboration [22 ]; the 
solid line is an empirical fit calculated by numerically integrating the cross-section 
param eterization of Eq. (4.2) using the param eters from the  overall fit of Table 4.2; 
and the dashed line is the cross section calculated from a  qq annihilation model for 
3/if) production. T he position in  x p  of each d a ta  point is the average xp  of the 
events used for the d a ta  point. W eighting the zp  of the d a ta  produces a  noticeable 
shift from the center of the bin only a t very high zp  where the cross section changes 
very rapidly. The weighted average values of zp  for the three highest-zp bins are 
0.872,0.920,0.964.

Our d a ta  are in good agreem ent w ith the m easurem ents of the NA3 collabora­
tion. The NA3 d a ta  were taken w ith a  280-GeV/c pion beam  on platinum  nuclei 
(j4 =  195.1), and  so are directly comparable to  the  d a ta  presented here. If we 
assume the cross section scales as A* with the worst case value of f  =  0 .7 7  (see
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0.25 < x p  < 0.50 0.50 < X p  < 0.75 0.75 < Z f <  1.0 0.25 <  X p  < 1 .0
A (nb / GeV/c) 94 ± 2 0 8 9 ±  18 64 ± 1 3 87 ± 1 7

B 1.61 ± 0 .0 3 1.53 ±  0.03 1.45 ± 0 .0 3 1.53 ±  0.02
C 2.13 ±  0.19 1.88 ±  0.04 1.70 ±  0.05 1 .8 8  ±  0 .0 2
D 3.4 ±  0.4 4.8 ±  0.2 5.5 ± 0 .1 5.2 ± 0 .3
E 40 ± 2 55 ± 1 162 ± 3 67 ± 9
F 7.0 ±  0.6 8 .8  ± 0.1 12.5 ± 0 .2 10.3 ± 0 .5
G 30 ± 1 50 ± 1 149 ±  10 56 ± 8

Table 4.2: Results of the xp-P x  cross-section fits

CJ

0 . 60.2 0.8 1 .0
Momentum Fraction (x,)

Figure 4.1: • d o j j^ ld x p  versus xp.  Shown in the plot are the data  from this
analysis (diam onds), da ta  from  the  NA3 collaboration (filled boxes), an empirical 
fit to  the d a ta  from this experim ent (solid line), and the cross section calculated 
from  a  99 -annihilation model (dotted line).
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Figure 4.2: Average Ft  versus Z f. Shown in the plot are the da ta  from this experi­
ment (diamonds), d a ta  from the NA3 collaboration (filled boxes), and an empirical 
fit to  the  d a ta  from this experim ent (solid line).

section 1.5) then the  maximum possible relative error in the normalization of the 
nuclear cross sections to  nucleon cross section is 4%. This is well below the un­
certainty in  our beam  norm alization. The only significant discrepancy between the 
two sets of m easurem ents is at very high xjr, where the b etter acceptance and d a ta  
sample of £615 should make our m easurement more reliable than  the NA3 result.

The dotted  line in Fig. 4.1 is the result of a calculation of the gg-annihilation 
cross section using the resonance-production model and hadron structure functions, 
Eqs (1.4-1 .6 ) described in section 1.4. We have m atched the qq cross section to 
our m easured cross section a t the highest xp  d a ta  point. This leads to  a  strong- 
interaction in itial-state correction factor k =  2.1, (see section 1.3 for discussion of 
k ), which is in  agreement w ith the values of k obtained from Drell-Yan d a ta  [17,15]. 
We take this as an indication th a t a substantial fraction of J / ^  production a t high 
Xf is due to  qq annihilation.

Figure 4.2 shows our m easurement of the average Pp of the J / ^  as a function 
of X p .  The diamonds are d a ta  from this analysis, the filled boxes are results from 
NA3 [22], and the curve is an emperical fit ccdculated by numerically integrating the 
cross-section param eterization of Eq. (4,2) using the param eters from the overall
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cross-section fit of Table 4.2. The average Pt  was calculated using a weighted 
average of Pt  for the six Pp bins at a  each xjp.

{Pr)i =  (4.5)

where t is the  index over xp , j  is an index over Pt , Oi.j was defined in Eq. (4.1), 
and P x i j  is the mean Pt  w ithin bin i , j .  We calculated P ri.j for each xp-P r  bin by 
numerically integrating the cross-section param eterization of Eq. (4.2), using the 
param eters from  the fit in  the appropriate region of Xf in Table 4.2, over the bin. 
There is good agreement between our d a ta  and the NA3 results over the entire 
range of xp.  The average Pt  decreases w ith xp ,  but is nonzero in the  lim it Xf -+ 1.

4.2 The Angular Dependence

The prim ary goal of this analysis was to  determine the angular distribution of 
m uons from J/-^  decays. We measured the cross section for 3/ip production and 
decay to  muons as a function of X p ,  costf*, and (p*. The angular variables are 
measured relative to the  incident pion m om entum  in the t-channel, as described in 
section 1 .1 .

The cross-section measurem ents for xp  > 0.75 are shown in Table 4.3. The 
values Ci j k̂ are the cross section in fem tobam s integrated across the  d a ta  bin m ul­
tiplied by the  branching ratio, (this is analogous to Eq. (4.1) defined for the xp-Pp  
cross section).

=  P . . . -  /  dxp I  decs e- j

where the integration extends over a single d a ta  bin. Results are not presented for 
bins w ith fewer than  Ih  3 jrp events. The Monte Carlo events for the  acceptance 
calculation were generated according to  an angular distribution which was uniform 
in  <t>' but not uniform in cos f " ; th is will be discussed further. As in  the case 
of the xp-Px  cross sections, the  estim ated error disregards the overall system atic 
uncertain ty  of 2 0 % in the beam  normalization.

The rightm ost column in Table 4.3 shows the cross section calculated using sums 
over <j>* for each xp-cos9* bin of the num ber of J / ^  events and of the num ber of 
accepted and  generated events used in the acceptance calculation. All xp-cosO*-(j>* 
bins, including those suppressed in Table 4.3, were used in the sum m ation over <f>'.

To param eterize the  cross sections, we used the most general form possible for 
the  parity-conserving decay of a spin-1 particle, shown in Eq. (4.7). The form has 
three free param eters (neglecting the normalization). The param eter a  describes
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0.75 < xp < 0.80
cos 6* <p‘ = —0 .8ir - 0 .2% 0.0 0.4% 0 .8% Total
- 0.8 4150 ±  1080 2290 ± 170 2080 ±  130 2210 ± 170 2080 ±  480 11090 ± 340
-0.4 2760 ± 240 2160 ± 120 2010 ±  120 2090 ±110 2880 ±  230 11000 ± 250
0.0 2180 ± 140 2030 ± 120 2040 ±  120 1970 ±  120 2180 ±  130 10340 ± 230
0.4 1970 ± 110 1940 ± 120 980 ± 180 2020 ± 110 2190 ±  120 10140 ± 230
0.8 1860 ± 120 1740 ± 200 3420 ± 1260 2200 ±  220 1910 ±  120 9600 ± 290

0.80 < xp < 0.85
cos 9’ (p* = - 0 .8ir —0 .2% 0.0 0.4% 0.8% Total
—0.8 2070 è  620 1260 ± 130 1250 ± 110 1240 ±  120 1610 ± 480 6420 ± 250
-0.4 1590 è  190 1120 ±80 1100 ±80 1160 ±  80 1690 ±170 6050 ± 180
0.0 1320 ± 100 1020 ± 80 1130 ±90 1090 ±  80 1190 ±  90 5680 ± 160
0.4 1150 ±  90 1000 ± 70 1140 ± 130 1180 ±90 1120 ±  90 5560 ± 160
0.8 1000 ± 80 820 ± 110 - 950 ±  120 1210 ±  100 5180 ± 200

0.85 < xp < 0.90
cos 9' p' = - 0 .8% - 0 .2% 0.0 0.4% 0 .8% Total
- 0.8 2400 ±  1200 770 ± 120 590 ± 70 540 ± 90 2120 ±  1010 3310 ± 190
-0.4 770 ± 110 510 ± 60 480 ± 50 710 ± 70 910 ±  130 3040 ± 120
0.0 560 ± 70 560 ± 60 590 ± 60 580 ±  60 630 ±  70 2900 ± 110
0.4 510 ± 60 490 ± 50 510 ± 70 530 ±  60 510 ±  50 2540 ± 100
0.8 480 ±  60 360 ± 70 - 540 ± 90 540 ± 70 2490 ± 140

0.90 < xp < 0.95
cos 9* <p* = - 0 .8% - 0 .2% 0.0 0.4% 0 .8% Total
- 0.8 - 200 ± 40 210 ± 30 280 ±  50 - 1190 ± 100
-0.4 320 ± 60 230 ± 30 260 ± 30 220 ±  30 270 ±  50 1240 ± 80
0.0 230 ± 30 190 ± 30 210 ± 30 210 ± 30 250 ±  40 1060 ± 60
0.4 240 ± 30 170 ± 30 180 ± 40 220 ± 30 220 ±  30 1040 ± 60
0.8 160 ± 30 220 ± 50 - 240 ±  50 140 ±  30 890 ± 80

0.95 < xp < 1.00
cos 5* p* = - 0 .8% —0 .2% 0.0 0.4% 0 .8% Total
—0.8 - 31 ±14 30 ±11 51 ±14 - 195 ±  34
-0.4 36 ±16 39 ± 8 43 ±10 41± 11 49± 19 208 ± 24
0.0 38 ±12 43 ± 8 39 ±10 40 ± 8 53 ±16 214 ±  22
0.4 27 ± 9 30± 12 35 ±18 29 ± 9 42 ±10 164 ± 23
0.8 10 ± 9 19 ±14 - - 25 ± 9 87 ±23

Table 4.3: The 3/ip cross section versus xp-cosB*-p*. The values arc the cross 
section times branching ratio per nucleon in femtobams integrated across the data 
bin. The xp,  cos 9', and <p* values shown are the bin centers. The bins are uniformly 
spaced in  each of the three variables.
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Figure 4.3: The angular distribution param eter a  versus xp

the alignment of the momentum with the momentum of the incident pion. From 
the angular distribution, we can infer the alignment of the spin of the J / ÿ  with the 
momentum of the incident pion. We will describe the alignment of the S/rp spin in 
terms of polarizations as discussed in section 1.3.

da
1 +  a  cos sin 20* cos ^* +  7  sin 0* cos 2<f>* (4.7)

dcos 0* d<p*

The form in Eq. (4.7) was fit to the 25 cross-section measurements, versus cos 0* 
and Ip*, available for each of the 15 regions of zp- The sum of the %^'s for the 
complete set of fits was 355 for 315 degrees of freedom. The coefficients obtained 
from the fits are plotted in Figures 4.3 4.5. The striking feature of the data  is that 
Q ^  —1 as -+ 1. We measure a  =  —0.80 ±  0.17 for 0.95 < xp  < 1.0. This 
indicates tha t 3/ip become longitudinally polarized at high xp, though there is no 
net polarization over most of the range of xp. The other two angular distribution 
parameters, P and 7 , are consistent with zero across the entire range of xp.

To study the dependence of a  on xp, and because we needed a  form for the 
Monte Carlo event generator, we parameterized the dependence of a  on Z f using a 
form suggested by a model of higher-twist effects in QOD, see Eq. (1.7).
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Figure 4.4: The angular distribution param eter /3 versus xp
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Figure 4.5: The angular distribution param eter 7  versus ®j?
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k =  0.0024 0.85 < x p <  0.90 0.90 < Xp < 0.95 0.95 <  <  1.00
a - 0 .1 0  ± 0 .11 -0 .1 7  ± 0 .1 4 -0 .8 0  ±  0.17
0 0.05 ± 0 .0 7 0.05 ±  0.10 -0 .1 1  ± 0 .1 5
7 0 .0 1  ±  0.06 0.08 ±  0.07 0.01 ±  0.13
x ’ 34.8 19.3 1 2 .6

fc =  0 .0 0.85 < Xp < 0.90 0.90 < Xp < 0.95 0.95 < x p <  1.00
a -0 .0 7  ± 0 .11 -0 .0 6  ± 0 .1 5 -0 .5 7  ±  0.23

-0 .0 5  ±  0.07 0.08 ± 0 .1 0 -0 .1 4  ± 0 .1 7
7 0.07 ±  0.06 0.06 ±  0.07 -0 .0 9  ± 0 .1 3
x ’ 37.1 24.5 20.5

Table 4.4: Angular distribution param eters

Tbis form bas no <j>‘ dependence because we did not find any significant variation of 
tbe cross section witb ^*. To be self-consistent in our calculation of k, we repeated 
generating acceptances and calculating k until tbe  value of k  used in tbe simulation 
event generator and tbe value calculated from tbe experim ental d a ta  agreed. Our 
final, self-consistent, value was k =  0.0024 ±  0.0006.

To be sure tb a t our observation of longitudinal polarization a t bigb xp  was 
not an artifact of having fc ^  0  in  tbe simulation, we also generated acceptances 
w itb fc =  0. Table 4.4 shows tbe angular distribution results for xp  > 0.85 using 
acceptances calculated witb k  =  0.0024 (self-consistent) and A; =  0. Tbe value of a  
in tbe highest xp  bin for self-consistent acceptance calculation is a  =  —0.80 ± 0 .17 . 
Tbis is four standard  deviations from zero. For the acceptance calculation witb a 
flat angular distribution, tbe  size of tbe  effect decreases, a  =  —0.57 ±0.23. However, 
tbe x^/D oF  for tbe bigb xp  bin has increased from 0.6 to 1.0 and  tbe  to ta l % '/D oF 
for X p  >  0.85 has increased from 67/63 to 82/63. Tbis gives us confidence tb a t tbe 
self-consistent acceptance calculation is correct.

Because we have a  significant result in only one xp  bin, one m ight be wary tb a t 
tbe  effect is due to  tbe bimiing of tbe  data . In Fig. 4.6 we plot the previous set of 
d a ta  together w ith the d a ta  witb tbe bins shifted in xp  by half tbe  bin w idth. Tbe 
original d a ta  points are shown as diamonds and tbe shifted d a ta  points are shown 
are open squares. Tbe solid curve is a  calculated from Eq. (4.8) w itb k = 0.0024. 
Tbe shifted d a ta  agree w itb the original d a ta  and tbe calculated curve.
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Figure 4.6: The angular distribution param eter a  a t high xp.  Shown in the plot are 
the original d a ta  points (diamonds), the  d a ta  in bins shifted by half the bin w idth 
in Xp (open boxes), and a  calculated &om Eq. (4.8) with k  =  0.0024 (solid curve).
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It is of interest to  compare the  angular distribution we observe w ith the  angular 
distribution predicted by our extension of the Berger-Brodsky model of higher-twist 
in itial-state corrections presented in  section 1.4. To m ake the  comparison, we need 
a  numerical prediction for the param eter fc of Eq. (4.8).

We can find a  value for fc and the three variables which determ ine fc, (the  param ­
eters A, M , and fc|. defined in  Eqs (1.8)-(1.9) in section 1.4) using our m easurem ents 
of the J/r/i cross section presented earlier. Applying Eq, (1.9) to  the results pre­
sented in Fig. 4.1 in the region xp  >  0.75, we find th a t A =  0.10 ±  0.02. The 
appropriate mass in Eq. (1.8) is the J/t/> mass. Since we cannot m easure fc|., the 
square of the transverse m om entum  of the annihilating an tiquark , we chose to  use 
as an approxim ation our m easured value of the  average =  0.62 ±  0.08 GeV*/c* 
for J/V» with xp  > 0.95.

Inserting these three values into Eq. (1.8), we find th a t fc =  0.0029 ±0.0007. This 
value is in agreement with our measured value of fc =  0.0024 ±  0.0006. Therefore, 
our extension of the Berger-Brodsky higher-twist model adequately explains the 
observed change in the angular distribution.

The d a ta  presented here are the  first evidence for longitudinal polarization of J 
produced in hadronic collisions. The previous best m easurem ent of the param eter 
a  in Eq. (4.7) found a  =  0 .06±  0.25 for 0.8 < xp  < 1.0 [4], which is consistent with 
our value of a  =  —0.07 ± 0 .0 9  over the same interval. T he observed xp  dependence 
of the J / t/> polarization is in  agreement w ith the prediction of our extension of 
the Berger-Brodsky model of QCD corrections to  the quark-antiquark annihilation 
process. We conclude th a t the observed spin alignment is an indication of QCD 
higher-twist effects in  the hadronic production of J/tfr.
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Chapter 5 

Introduction

A massive vector boson, the Z q, was first predicted as a by product of the 
unification of the electromagnetic and weak interactions in the electroweak theory 
of Weinberg, Salam, and Glashow [28]. The existence of the particle was later 
confirmed experimentally by the UA l collaboration, headed by C. R ubbia [29]. This 
thesis is the culmination of the au thor’s work on the construction and calibration of 
a  detector designed to  study the physics of electron-positron collisions at center-of- 
mass energies near the mass of the Zo- In this chapter we will discuss the  electroweak 
theory and examine some predictions for physics processes in e+e" collisions near 
the Zo resonance. We emphasize the what is required experimentally to  make 
accurate m easurements of the processes. In the following chapter, we describe an 
electron-positron collider (LEP) and a detector (L3) designed to  study high energy 
e+e“ collisions. We describe the the design of the electromagnetic calorimeter and 
its associated electronics in detail. In the final chapter (of this p art) we present 
the results of the  calibration of the electromagnetic calorimeter in an  electron test 
beam.

5.1 The Standard Model

Particle physics currently has a  theoretical structure, referred to  as the ‘Stan­
dard M odel’, into which (essentially) all the  results of all experim ents done to  date 
can be accom m odated. The elements of the standard  model are three types of par­
ticles, quarks, leptons, gauge bosons, and two gauge theories which describe the 
interactions of the  particles. Quarks and leptons are the  building blocks of m atter. 
Both varieties of particles have spin 1 and  therefore are fermions which obey the 
Pauli exclusion principle. They are differentiated by their interactions, which are 
listed in  Table 5.1. Only quarks participate in  the ‘strong’ interactions which are 
described by the gauge theory called quantum  chromodynamics. The quarks have 
an additional quantum  num ber, not shared by the  leptons, which can take on one
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Interactions
Particle Strong Electromagnetic Weak Charge
Quarks
u (up) Yes Yes Yes

- \d (down) Yes Yes Yes
Leptons
e~ (electron) No Yes Yes - 1
1/ (neutrino) No No Yes 0

Table 5.1: Interactions of the fundam ental fermions

Generation Quarks Leptons
1“ u (up) d (down) e~ (electron) i/* (e-neutrino)
2 nd c (charm ) s (strange) fi~ (muon) Vfi (^-neutrino)
3 rd t (top) b (bottom ) T~ (tau ) Ut (r-neutrino)

Table 5.2; Generations of fermions

of three possible values and is referred to  sis ‘color’. Color, in  quantum  chromody­
namics, is analogous to  electromagnetic charge. All of the fermions participate in 
the  other type of interaction which is described by a  gauge theory known as the 
electroweak theory. At low energies the phenomenology of the  electroweak theory 
splits in to  the electrom agnetic interaction and the weak interaction. The leptons 
are divided into those which participate in the electromagnetic interaction, elec­
trons, and those th a t do no t, neutrinos. All known fermions partic ipate  in  the weak 
interaction.

The fermions listed in  Table 5.1 suffice to  construct all of the  m atter we observe 
a t low energies. However, in  high energy interactions, additional particles are pro­
duced. To da te  a  to ta l of eleven fundam ental fermions are believed to  have been 
observed. The S tandard Model does not provide any motivation for the existence 
of more th an  four fundam ental fermions bu t it does provide a  means to  classify 
them . The fermions are organized into ‘generations’, as shown in Table 5.2. Each 
generation consists of a  doublet of leptons and a  doublet of quarks. On basis of 
this classification, the existence of a  twelfth fermion has been predicted, the t  or 
top  quark, but has not yet been observed.

The S tandard  Model predicts very few of the param eters of the fermions. The 
only prediction is th a t each doublet of particles is complete and th a t the charge of
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the m embers of each doublet differs by one unit [30]. T he theory has no explana­
tion of why the charges are 1 , and 0  or any predictions for the  masses
or the o ther properties of the fermions. The standard  model is more successful in 
predicting the interactions of the particles. Precise predictions of the strong interac­
tions are still out of reach because quantum  chromodynamics seems m athem atically 
in tractable, but significant results have been achieved in the electromagnetic and 
weak interactions.

5.2 Electroweak Interactions

In 1967, W einberg suggested a  gauge theory which unified the  weak and elec­
trom agnetic interactions[28]. A similar theory was independently suggested by 
Salam[31] and both  theories used results derived by Glashow in 196l[32]. In the 
theory, the fundam ental carriers of the forces are a trip let of vector bosons, W  =  
( ^ ( 1), and a  singlet vector boson, B.  The four bosons are massless and
are assumed to  have couplings of comparable strength. These vectors bosons, in 
their fundam ental form, do not describe the real world because there is only one 
massless vector boson observed, the photon. Furtherm ore, the theory would imply 
th a t the weak interactions were long range and had a strength comparable to tha t 
of the electromagnetic interaction, which is in contradiction with the fact th a t the 
observed strengths differ by many orders of magnitude.

To ex tract a  theory closer to  the real world from the four massless bosons, 
W einberg invoked a  process known as ‘spontaneous symmetry breaking’. W ith 
the introduction of a doublet of scalar mesons, spontaneous sym m etry breaking 
rearranges the four massless vector bosons and the doublet of scalars, into three 
massive vector bosons, one massless vector boson, and  a  single scalar. The doublet 
of scalar particles is necessary to  provide the additional degrees of freedom needed 
to make three of the  vector bosons massive, since the num ber of fundam ental fields 
(four from  the doublet of scalars and two from each of the  massless bosons) m ust 
m atch the num ber of synthesized fields (three for each massive vector boson, two 
for the massless vector boson, and one scalar field). The new massless vector boson 
is identified w ith the photon and is the carrier of the  electromagnetic force. The 
three massive vector bosons, W +, W ~ , Zo, are carriers of the weak force. The scalar 
particle, referred to  as the Higgs, has not been observed experimentally. I t plays an 
essential role in  determ ining the mass of the vector bosons and will be discussed in 
greater detail below.

The usefulness of spontaneous synunetry breaking lies in giving mass to  the 
carriers of the weak force. As originally pointed out by Yukawa, in  1935, the 
range of a  force m ediated by a massive particle is exponentially dam ped with a
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characteristic length of h /m c ,  where h  is P lank’s constant divided by 2?r, c is the 
speed of light, and m  is the mass of the particle. For convenience we will follow the 
standard  practice in high energy physics and take h  and c equal to  1. The effective 
weakness of weak interactions is due to  the mass of the carrier ra ther than  any 
intrinsic weakness of the coupling constant. Therefore it is possible to  describe the 
observed world with electromagnetic and weak coupling of similar m agnitudes.

S tarting w ith the coupling constant of the  electrom agnetic interaction and the 
strength  of weak interactions a t low energies, the electroweak theory predicts the 
m 2tsses of the vector bosons and the couplings of all known fermions to  the  bosons. 
Before presenting the predictions, we first summarize the relevant experim ental d a ta  
as th ree param eters^. T he first param eter is the electrom agnetic coupling constant 
e =  ^4;r/137.036 =  0.30282. This param eter is extrem ely well measured by a 
wide range of experiments. The best values come from m easurem ents of atomic 
spectra[34].

The other two param eters involve weak interactions. Weak interactions can be 
either charge carrying or neutral. The two cases correspond to  the interactions 
m ediated  by the W *, a charged particle, versus those m ediated by the Zo, a  neutral 
particle. An example of a charge carrying in teraction is t/g +  n  —» e~ +  p. A 
sim ilar neutral interaction would he Vg + n  + n. O ur second param eter, G, 
characterizes the strength  of charged weak interactions. To define the param eter we 
use the measured rate of the charge carrying weak decay fi~ —» e~VgV^. In addition 
to  providing a very direct correspondence between the experim ental result and the 
value of G obtained, this experim ent also gives the  most accurate determ ination of 
G. We define

G =  1.0022
1 QPTT^r

=  1.1664 X 1 0 - ' GeV-* (5.1)
m l

where is the mass of the muon and T is the ra te  of the  decay. T he factor of 1.0022 
is a  purely electromagnetic radiative correction. Since this is the only observed 
channel for m uon decay (the limit on all o ther channels combined is b e tte r than 
IQ - ') , the ra te  of the decay is simply the inverse of the, extremely well measured[35], 
lifetime of the muon.

O ur third param eter characterizes the relative strength  of charged and neutral 
weak interactions. To conform w ith trad ition , we prefer to  param eterize the relative 
streng th  as a  angle, T he param eter can calculated from m easurem ents of the 
ratio , R ,  of neutrino-quark and antineutrino-quark cross-sections

’We present numerical values for the parameters in the rationalized Heaviside-Lorentz system of 
units, see for example [33].
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,5.2)
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at neutrino energies much greater than the proton mass. Due to  strong interaction 
radiative corrections and quark mixing, calculation of sin* Ûw from neutrino-quark 
interactions is quite complex, so we will not present it here. The current best value 
for sin* fw  is 0.234 ±  0.013 [36). We quote errors only for this param eter because 
the errors of the other parameters are completely negligible in comparison.

A crucial, and the most directly testable, prediction of the electroweak theory 
is the mass of the vector bosons. The predicted masses of the and the Zo are

Mw -  — =  77 ±  2 GeV (5.3)
z sin PRf

The particles were first observed in high energy proton-antiproton collisions in 
the Super Proton Synchrotron (SPS) at the European Organization for Nuclear 
Research (CERN). The discovery was first made by the UAl collaboration, headed 
by C. Rubbia, and then quickly confirmed by the UA2 collaboration. The measured 
masses, from the combined data  of UAl and UA2, are Mw  =  81 ±  2 GeV and 
M z  =  93 ±  2 GeV. The agreement with the theory is quite good. The slight 
discrepancy is probably due to errors in the measurement of sin^iv rather than 
flaws in the theory.

Once the vector boson masses are fixed, their coupling constants are also fixed in 
order to recreate the observed low energy interactions. The coupling constant of the 
W* IS g = e f  sin9w  and the coupling constant of the Zo is g' =  c / costfwsinflw. A 
significant prediction of the electroweak theory is tha t the vector bosons couple to all 
fundamental fermions with the same coupling constant. An interesting consequence 
of the ‘universality’ of the electroweak interaction will be discussed below. The 
theory also fixes the exact form of the interactions. So the polarization and angular 
dependence of physical processes can be calculated.

It is clear th a t high energy collisions with sufficient energy to produce the Zq and 
the IV* are an extremely useful way to test the electroweak theory. The first such 
collisions, pp at the CERN SPS, confirmed the existence of the Zo and IV*. Future 
experiments, particularly w ith e*c~ collisions, should provide precise tests of the 
electroweak theory, and may provide a look a t physics beyond the theory. In the 
next section, we will discuss some specific examples of the physics of e*e“ collisions 
with center of mass energies on the order of 100 GeV. As a specific example, we 
will use the machine param eters of the Large Electron Positron collider (LEP),
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Figure 5.1; o-(e+e“ —* near the Zo mass

being constructed at CERN (see section 6.1), when discussing the practicality and 
accuracy of m easurem ents to  be made. The LEP collider is planned to  provide 
center of mass energies of up  to 120 GeV a t a  luminosity of 10®* cm “® sec~* in 
its first stage, after which the energy should be increased to  200 GeV. We will 
concentrate on physics of interest for the first stage of LEP.

5.3 Physics at the Z q

The physics of e+e" collisions at energies near 100 GeV is dom inated by the Zq. 
Figure 5.1 shows the enhancement in the cross-section for e+e' 
the pure electrom agnetic cross-section,

H^fj, relative to

(To
64%® e^

(5.5)

as a function of center of mass energy, for energies near the Zo resonance. 
The presence of the Zo increases the cross-section by more th an  two orders
of m agnitude . There is an even larger cross-section for quark production, leading 
to  an enhancem ent of 10® in the to ta l cross-section <r(e'*'e~ —> anything)/<ro at the
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Figure 5.2: Shape of the Zc resonance

peak of the resonance. This vast increase in cross-section makes direct production 
of Z o ’b in e'^'e" collisions an ideal laboratory for the study of electroweak physics 
and an excellent means to search for new particles and new phenomena. *

T he first experim ent done at the Z q resonance will almost certainly be to  scan, 
in energy, across the  w idth of the resonance to  precisely determine its shape. A 
detail graph of the predicted shape of the  resonance is shown in Fig. 5.2 taken 
from [37]. The shape is greatly affected by radiative corrections, i.e. radiation of 
photons by the incident e+e" before the collision. Figure 5.2 shows the  uncorrected 
shape (dotted  line), the first order correction (dashed line), and the second order 
correction (solid line). An efficient way to  perform the scan would be to vary the 
energy of the beam s in a sequence of fine steps, (e.g. 1 GeV), across the resonance, 
collecting sufficient statistics a t each step to  make a precise determ ination of the 
cross-section.

At LEP, it  is estim ated th a t the beam  energy at each step can be determined 
from m achine param eters to  an accuracy of 3 x  10“^. This energy resolution is 
significantly b e tte r th an  the resolution of any of the proposed detectors, and is the

^We have assumed that the width of the resonance is 2.6 GeV and that the branching ratio to 
p+ p" is 3%. These assumptions will be discussed later.
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limiting error in determ ining the  mass of the  Z q .  O ther sources of error are uncer­
tain ty  in the calculation of the  radiative corrections, which can be made accurate 
to  a few times 10“®, and the uncertainty is measuring the beam  luminosity a t each 
step. A precise knowledge of the luminosity is necessary to  convert the number 
of events observed to a  cross-section for each energy. However, only the relative 
cross-sections are required to  determine the mass of the Z q .  It should be possible 
to  measure the relative luminosity to  an accuracy of 2 %, which induces an error on 
the Zq mass of 1 x 1 0 ”^.

Unfortunately a m easurement of the Z q  mass to this accuracy is not, when taken 
alone, a  test of the electroweak theory. The prediction of the Z q  mass is only good 
to 5% because of uncertainty in the experimental vadue of sin^ 9 w  I t is hoped that 
in the near future the  value of sin^ 9w will be measured, via the ratio  of the W  and 
Z q  masses in p p  collisions a t the SPS and the Fermilab Tevatron, to  an accuracy of 
2 X  10“®. However, this is still almost an order of m agnitude less accurate than  the 
LEP result is expected to be. To make a precision test of the electroweak theory 
we need to make another m easurem ent a t LEP.

The best tests of electroweak theory come from predicted asymmetries in the 
final sta te  particles. There should be asymmetries in the distribution of charge and 
in the polarization of the particles. The more straightforward m easurem ent is the 
charge asymmetry. We present a short discussion of the effect below. The discussion 
is based on treatm ents of charge asynunetry in [37] and [38].

We consider the process e‘*'e“ —* [ Z q  or 7 ) —» e'*'e“ . At the collider, the relative 
orientation of the incoming e+ and e“ are fixed. To measure the charge asymmetry 
of the process, we divide our (hypothetical) detector into two parts separated by a 
plane orthogonal to  the beam  line and passing through the interaction point, and 
then count the  relative num ber of final sta te  positrons and electrons em itted into 
one of the halves. We define the ‘forward’ half of the detector to  be on the side 
of the incoming positron. If we define n ,  and n , as the num ber of positrons and 
electrons em itted into the forward half then the charge asym m etry is given by

The theoretical prediction in the standard electroweak theory for the charge 
asym m etry for e+e“ produced at the peak of the Z q  resonance with unpolarized 
beams is

A =  3 ( 1 - 4  sin® On:)  ̂ (5.7)

Since sin®fliv is very close to 1, the predicted asym m etry is quite small. For 
sin® 9w =  0.234 ±  0.012, the asym m etry can lie anywhere in the range 0.001 <  A <
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0.038. To analyze the experim ent, we are interested in the  accuracy w ith which we 
can determ ine sin® Ûjy given a  measured value of the asym m etry.

Asin®dw =  ^ ( g j  A A  (5.8)

The expected asym m etry is very close to  zero, so the  error on sin® fliv depends 
very sensitively on the actual value of the asymmetry. From  the current best value 
for sin® 6w  we would predict an asym m etry of 0.012. If the  asym m etry is 0.012, 
then  to  determ ine sin® 9w to  an accuracy of 0 .0 0 2 , we would need an  error in the 
m easurem ent of the asym m etry of <  0.003. Sufficient statistics for this level of 
sensitive could be obtained in 100-200 days of running a t the  Zo peak. However, 
the response of the detector m ust be uniform to w ithin a few p arts  per thousand. 
Achieving and m aintaining such uniformity over a  period of a  few hundred days 
would be very difficult.

The situation  improves if the e+e“ beam s are longitudinally polarized. A po­
larization of 50% is considered to  be achievable at LEP[39]. W ith  a  polarization of 
50%, the charge asym m etry is

A =  (5.9)

where q =  1 — 4 sin® 9 w  The expected asym m etry is 0.057, significantly larger than  
in the unpolarized case. In addition to  the asym m etry being larger, the dependence 
of the weak mixing angle on the asym m etry is more benign. To achieve a precision 
of 0.002 on sin®Sjv, we need to  measure A to an accuracy of 0.008. Polarization 
also offers the  possibility of measuring, and correcting for, system atic experim ental 
biases by performing m easurements w ith the polarization reversed.

Detailed study of the  Zq is extremely im portan t to  test the electroweak theory. 
However, the  Zo is also a  useful tool for the study of non-electroweak physics because 
of the universality of the its couplings and its large resonance cross-section. The 
ra te  for th e  decay of the Zo in to  a massless fermion pair of charge Q  is

P(Zo ^  / / )  =  [l +  (1 -  4Q sin® <?w)'] (5.10)

where m /  is the  mass of the Zo, and G  was defined above. For quarks, the  ra te  m ust 
be m ultiplied by three in order to  account for the  three possible colors of quarks. 
The assum ption th a t the  fermions are massless is quite good for all known fermions 
except there is a slight error for the b quark. If the t  quark mass is <  m / / 2  then 
the Z q will decay to  t t  pairs and the phase space adjustm ent for the  mass of the t  

quark will be significant.
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Fermion Partia l W idth 
u (up) 305 MeV
d (down) 393 MeV
e” (electron) 8 6  MeV
u (neutrino) 170 MeV

Table 5.3: Contribution of fermion pairs to the  Zo w idth

The ra te  for Zo decay into a pair of fermions is nonzero for all known fermions. 
If the Zo coupling is universal for all fermions, as the  electroweak theory suggested, 
then all fermions with mass less than  m ^ / 2  should contribute to the  to ta l w idth of 
the Z q .  This allows us to  measure the totaJ num ber of fermions w ith mass less than 
m g /2  by simply measuring the to tal w idth of the Zq. The predicted contribution 
to  the w idth for each type of known fermion is listed in Table 5.3 [37]. The quark 
w idths include the factor of three for color. There is an uncertainty in the width for 
decay in to  quark pairs of ± 1% due to  uncertainties in the strong interaction radiative 
corrections. Because the mass of the top quark m ust be a significant fraction of the 
mass of the Z q, its  contribution to  the w idth of the  Z q depends strongly on its mass. 
There will be an additional ambiguity until the  top  quark mass is known, or shown 
to be greater th an  m g /2 . In the best case the m easurem ent will be useful only to 
an accuracy of ±20  MeV.

A b etter way to  count the num ber of neutrinos is too use the process

e+e" —> 7 (Zo —» i/i?) (5.11)

One makes collisions a t an energy a few GeV above the Z q m ass, and looks for 
events which have a single photon with no other energy deposited in the detector. 
The num ber of neutrino-like particles is proportional to the cross-section observed. 
The main advantage of this technique is th a t it  eliminates the uncertainty in the 
Zo w idth due to  the quark decay modes. The main background to  the process is 
radiative B habba scattering, e+e" e'*'e~y, where the final sta te  e’*' and e~ were 
not observed. This happens most often when the m om enta of the e+ and e~ are 
not significantly changed by the  emission of the photon. This background can be 
reduced to a negligible level by requiring the photons to  have a large angle (>  25°) 
relative to  m om enta of the  incident e+ and e” . The error in the  m easurem ent 
is likely to  be dom inated by either uncertainty in the efficiency of the trigger for 
low energy photons or by the accuracy of the cross-section norm alization from the 
luminosity monitoring.
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Figure 5.3: Radiative production of Higgs by Zo

If one is willing to  assume th a t all fermions are grouped into ‘generations’, as 
discussed previously, and th a t the neutrinos of all generations have masses of less 
than  45 GeV, then the w idth of Z q will determine the to tal num ber of generations. 
However, it is very likely th a t the world is more complicated than  th a t. There are 
m any possible types of particles waiting to  be discovered. One only has to  glance 
through the m yriad of exotic particles concocted by theorists, or simply tru st tha t 
N ature still has a few more surprises. M any of the particles couple to  the Z q and 
several have masses of less than  45 GeV. All particles th a t meet these two criteria 
will contribute to  the to ta l w idth of the Z q .  Many, (probably most since they have 
not yet been detected), of these particles have very weak interactions, and so will 
effectively mimic neutrinos. Simply measuring the w idth of the  Zo will not be 
sufficient to  distinguish the various possibilities. However, those particles th a t have 
sufficiently short lifetimes th a t they decay in the detectors will produce a bounty 
of new physics.

One particle th a t will be searched for in Zo decays is the Higgs scalar, mentioned 
above. The Higgs is the current ‘Holy G rail’ of particle physics. Its fundam ental 
role of generating particle masses makes it one of the most interesting particles ever 
predicted. The couplings of the Higgs are specified by the electroweak theory, but 
the theory makes no prediction of its mass or charge. In the discuss below, we will 
assume the minimal Higgs allowed by the theory: a single neutral scalar particle. 
If the Higgs has a mass is in  the range from 10 GeV to  60 GeV and  behaves as 
predicted, it  should be discovered at LEP.

One way to search for the Higgs is to look for the process in Fig. 5.3. The Higgs 
is radiated by the Z q ,  turning the real Z o  into a v irtual Z o  which then decays with 
an invariant mass less than the physical Zo mass. The relative rates of the decays
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Figure 5.6: Decay of Zo to

Zo —> He^e~  and  Zo —» e+e" is shown in Fig. 5.4 [40]. At the nominal luminosity 
for LEP of 10®* cm ”® sec”*, one would expect to  observe on the  order of 1 Higgs 
per day if the Higgs mass is 20 GeV. The expected invariant mass distribution for 
the final sta te  leptons is shown in Fig. 5.5 taken from [40]. To find the signal, one 
would examine the invariant mass spectrum  of dielectrons in events with e+e” + % , 
where X  =  anything in the final s ta te , and then fit the distribution to determine 
the mass of the Higgs. The prim ary background comes from Zo decays involving the 
top, Zo —» (t —* e + X )(f —> e~ X ),  if the top mass is <  m z /2 . One can identify most 
background events because the top decays will have two widely separated pairs of 
e* +  X , while the Higgs signal should have two isolated electrons and the remaining 
particles should have a to ta l m om entum  antiparallel to the  to ta l m om entum  of the 
e+e” pair.

Another decay of the Zo which involves the Higgs is Zo —> H j .  This decay 
proceeds via the one-loop process shown in Fig. 5.6. The particle in the loop can 
be either a fermion or a W . The loop involving the W  has a much larger am plitude 
th an  any of the fermion loops. Therefore we consider only the W  loop and calculate 
the  to ta l ra te  for the process to  be

F(Zo -> Hj)

The ra te  is significantly lower than  the ra te  for Zo —* ffe+ e” . I t  is unlikely tha t 
th e  Higgs will be discovered via this process. However, for center of mass energies 
below 2Miv, this process is the best way to  measure the coupling of the Higgs to 
the  IV bosons.

The source of interesting physics near 100 GeV m ight come from  bound states
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of the top quark. As discussed previously, the top quark is the six quark. It has 
been predicted, in order to  fill out the doublet occupied by the bottom  quark, but 
has not yet been observed. The best current limit on the mass of the bottom  quark 
comes from experiments done by the UA l collaboration. They set a lower limit on 
the top quark mass of 45 GeV[41]. This is just within the range accessible to  the 
first stage of LEP. Toponium is more interesting than ‘just another’ qq bound state 
because the large mass of the quark makes the system very tightly bound, providing 
a  probe of the strong interactions a t very short distances. A top quark mass greater 
than  30 GeV will allow us to  test the principle of asymptotic freedom and measure 
the inter-quark potential in regions where QCD predicts a  coulombic potential.

The spectroscopy of toponium  is likely to  be very different from the spectroscopy 
of the lighter quark systems. Figure 5.7 shows the predicted branching ratios for 
the various decay modes of the 2S t ï  state. The modes are

SQD Single Quark Decays. In these decays one of the top quarks decays, via emis­
sion of a IV, into a bottom  quark. The IV decays into a doublet of quarks or 
leptons. The other top quark is a spectator.

1+1” Purely leptonic decays. The rate shown is for decays to /f+p” . These decays 
proceed by tt  annihilation in a Zq for neutrinos, or annihilation into a Zo or 
a photon for charged leptons.

Hqq Decays to lower mass qq pairs. These decays proceed by i î  annihilation into 
a Zo or a photon, the  same process as for charged leptons. Decays to bb can 
also occur via IV exchange between the 1 and t quarks.

ggg Decays via the strong interaction. The t and t annihilate producing either 
three gluons or two gluons and one photon. The gluons give rise to hadronic 
jets.

IP ,7  Electromagnetic decay to the IP  state (referred to as Xt) via emission of a 
photon.

Due to  the presence of the Zo resonance, the rates of the decay modes vary 
greatly over a relatively narrow mass range. Study of electromagnetic transitions 
between the tt resonances will be possible only below the Z q mass. Above the 
Zo mass, the decays will be dominated by weak processes leading, primarily, to 
single quark decay modes. The strength of the electroweak decays will probably 
limit detailed study of the t t  system to the lowest few states. The inter-quark 
potential can be determined from the energies of the IS and 28 states. However,
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Figure 5.8: Cross-section for e+e when 2m,( = M z  = 94 GeV

more inform ation can be derived from the leptonic decays of the states, which 
provide a  direct m easurem ent of the overlap of the  quark wave functions.

If the t l  mass lies w ithin the Z q resonance, then it will be possible to  measure the 
top spectrum  via the interference of the Zo, 7 , and it  propagators. Figure 5.8 shows 
one prediction for to ta l cross-section for e+e“ —► for 2mt = M z  =  94 GeV.
The figure includes the effect of the nonzero m om entum  spread of the beam s (the 
assumed spread in the center of mass energy is 48 MeV). Close proxim ity of 2mt and 
m z  would complicate study of the  ft system  and all of the  Zo decay m easurements 
discussed above, bu t it would also lead to  some very interesting physics.

Toponium also offers another way to  search for the  Higgs. If the  top  quark is 
light enough to  be produced and the mass of the  higgs is less th an  the toponium  
mass, then the Higgs will be produced in radiative decays of toponium . The process 
is shown in Fig. 5.9. Since the Higgs coupling is proportional to  the mass of the 
top quark, the large mass of the top produces an appreciable ra te  for this process. 
The first order ra te  for the process is

r (g  H y )  =
1 mi

(*) (5.13)
8 sin* Bw

where m j is the mass of the it  bound sta te  and Fo(fl) is the  ra te  of the decay
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to  a l'^l~ lepton pair. There are radiative corrections due to  gluons exchanged 
between the three t quark legs which reduce the rate by approxim ately a factor 
of 2. The num ber of tt events, including radiative corrections, and the num ber of 
background events for 1000 hours of running a t =  70 GeV has been plotted for 
various Higgs masses in Fig. 5.10 taken from [43]. The main backgrounds come from 
e+e“ —♦ ( ^ 0)7 ) —* and other single photon t t  decays. The decay has an easily 
identifiable signature; monochromatic photons. The experim ental requirements to 
observe this decay are good photon energy resolution and an effective trigger for 
single photon events.

It is clear from the, by no means exhaustive, list of physics processes presented 
here, th a t e+e" collisions a t center-of-mass energies near the Zo mass will produce 
a  substantial am ount of interesting results. However, in order to  study the physics, 
certain experim ental requirements m ust be met. The most im portan t param eters 
of the collider are its luminosity and energy. A very luminous collider will allow 
detection of particles which account for only a  small fraction of Zo decays, most 
notably the Higgs. An energy range which extends somewhat above the Zo peak, 
combined with accurate energy and luminosity m easurem ents, will allow precise 
measurem ents of the to ta l num ber of neutrinos and possibly indicate the  existence 
of exotic weakly interacting particles. The im portant requirem ents for detectors 
are: uniform coverage over a large solid angle, good energy resolution (particularly 
for leptons), and accurate particle identification and separation. Uniform coverage 
over a large solid angle and accurate luminosity monitoring are necessary for the 
tests of the electroweak theory described above. Good energy resolution and the 
ability to  distinguish individual particles are necessary for new particles searches 
and to  study the top quark.



Chapter 6 

Hardware

6.1 LEP

The Large Electron Positron collider (LEP) is an electron-positron accelerator 
designed to  exploit the Zo- The first stage of construction of LEP will provide 
energies up to 49 GeV per beam  and a luminosity which will produce 10,000 Zo'e  
per day when running a t the Zf, peak. The second phase of LEP will increase the 
energy to  100 GeV per beam , in  order to  allow production of W ^ W ~  pairs.

The collider is currently under construction a t the European Organization for 
Nuclear Research (CERN) under the French countryside near Geneva, Switzerland. 
Prelim inary proposals for the  collider were made as early as 1976. The first detailed 
design study of the collider in its current form was presented in A ugust, 1978 [44]. 
The initial design of the collider was done in  light of the electroweak theory of 
Weinberg, Salam, and Glashow, but predated the discovery of the Zo in 1981. 
It is a  testam ent to  the influence of the electroweak theory, th a t a decade long 
accelerator construction program  was initiated  on one of its predictions, long before 
the prediction was experimentally verified.

The main ring of the collider has a circumference of 26.7 km  and  ranges from 
30 to  150 m eters below the ground surface. The ring has 3328 dipole bending mag­
nets and more than  1200 quadrupole and sextupole focussing magnets. The dipole 
m agnets have a bending radius of 3.1 kilometers, and a  m axim um  field strength of 
0.13 Tesla. The same m agnets will be used in the second stage of LEP and are 
strong enough to  keep 110 GeV electrons in orbit. T he collider is designed to pro­
vide a luminosity of 10®* cm “®sec“* with collisions of electron and positron bunches 
(beam  crossing) at a  given interaction point every 11 psec.

The RF system  which will provide high intensity electric fields for the acceler­
ation of particles in  the  first stage of LEP will consist of high efficiency klystrons 
powering acceleration cavities coupled to  low-loss R F  cavities. All three components 
are made of conventional (i.e. non-superconducting) m aterials. Stored energy os-
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Figure 6.1: LEP and its injection system

cillâtes between the acceleration cavities and the storage cavities with the phase 
adjusted to have the energy in the acceleration cavity when a bunch enters the 
cavity. The storage cavity has a significantly higher Q value than the acceleration 
cavity which reduces the power dissipation. For the second stage of LEP, the cavities 
will be replaced by superconducting cavities now under development. The number 
of RF cavities will increase with time. At start-up there will be two acceleration 
section with a to tal length of 271.5 meters, dissipating a to ta l of 16 Megawatts.

The minimum energy at which particles can be m aintained in the main ring of 
LEP is approximately 14 GeV. To accelerate the electrons and positrons to this 
energy before they are injected into the main ring, a series of lower energy accel­
erators is used. The injection system for LEP, shown in Fig. 6.1, consists of two 
specially constructed linacs and an accumulator ring, and two accelerators previ­
ously built a t CERN. The two linear accelerators are called the Linear Injector for 
LEP (LIL). Electrons beams are produced in an electron gun and then accelerated 
to 200 MeV in the first linac. Positrons are produced from the 200 MeV electron 
beam  via a  converter. Both beams are accelerated via the second linac to  600 MeV. 
The 600 MeV beams are stored in an accumulator ring, referred to  as the EPA. The 
accumulator collects 1250 linac pulses to  form four bunches. The four bunches are 
then transferred to  the CERN Proton Synchrotron (PS). The PS has been modified
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to accelerate electron and positron bunches to  3.5 GeV. The 3.5 GeVbeams are 
fed into the CERN Super Proton Synchrotron (SPS) and accelerated to 20 GeV 
for injection into the main LEP ring. A to tal of 30 bunches from the SPS of each 
sign are required to fill LEP. The total time for one filling cycle is 16 minutes. It is 
estim ated that LEP will need to  be refilled every few hours.

At the startup  of LEP, the electron and positron beams in  the main ring will be 
made to  collide at four points (interaction points). Each interaction point will be 
the site of a detector designed to  measure the particles produced in the collisions. In 
the next section, we describe one of the four experiments currently being installed 
at LEP.

6.2 The L3 Detector

The L3 detector is designed to make precision measurements to test the Stan­
dard Model and to  search for new particles and new phenomena. The detector is 
primarily designed to  study muons, electrons, and photons. Hadrons are measured 
crudely, with an order of magnitude less precision than  electromagnetically inter­
acting particles. The choice to concentrate on leptons and photons is historically 
sound. A large fraction of the significant new results in particle physics over the 
past two decades, including many results on the nature of hadrons, have come from 
precise measurements of leptons in the final state. Examples include the discovery 
of the 3/ip and the T , discovery of point-like constituents of nucleons through deep 
inelastic scattering, and study of the Drell-Yan process.

Leptons and photons are preferred probes because it is much more difficult to 
accurately measure hadrons than to measure leptons and photons. There are several 
reasons for this, all of which can ultimately be traced to the strength of the strong 
interaction. The prim ary difficulty is that the hadrons observed in nature are not 
fundamental particles. Amplitudes for high energy processes are calculated in terms 
the interactions of quarks, rather than of mesons or hadrons. However, each primary 
quark produces a  ‘je t’ of secondary hadrons. Deducing the properties of the primary 
quarks from the observed hadrons can be done only imprecisely, since there is no 
calculable theory th a t accurately describes how quarks cloth themselves to become 
hadrons.

More difficulties arise even if we limit ourselves to  only measuring the to tal en­
ergy and direction of jets. Hadronic interactions produce a variety of types of parti­
cles which have widely differing detection efficiencies. Fluctuations in the spectrum 
of particles produced, particularly in the first few interactions, limit the achievable 
resolution. A related problem is tha t since hadrons interact with nuclei, a  large frac­
tion of the initial energy is spent exciting or causing the breakup of nuclei. Only a
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small part of the  energy is converted to a  detectable signal. Additionally, jets tends 
to  have significant transverse m om entum , since the transverse m om entum  of a jet 
is proportional to  the mass of its constituents and hadrons have masses upward of 
a  few ten ths of a  GeV. The transverse m om entum  increases the  lateral extend of 
the shower, making it difficult to  distinguish overlapping jets from a single jet.

In contrast, muons, electrons, and photons are, as far as we know, fundam ental 
particles. The particle in the physical process of interest retains its identity until 
it in teracts in the detector. There is no additional layer of calculation necessary to 
determ ine the nature of the prim ary particle, and only a  single particle appears in 
the  detector. Since the interactions are only electromagnetic, the vast m ajority of 
secondary particles are electrons and photons. Essentially all m ethods used to  coax 
measurable signals from physical interactions rely on electromagnetism, so electrons 
and photons are the most readily measurable secondaries. Additionally, the long 
range character of electromagnetism greatly reduces fluctuations in the production 
of secondary particles relative to the case of hadrons.

Proof of the relative difficulty of measuring hadrons versus electromagnetically 
interacting particles lies in the results th a t have been achieved. The best energy 
resolution achieved in a hadron calorimeter is A E / E  =  5% at 50 GeV. For electrons 
and photons a calorimeter has been constructed (described below) w ith a resolution 
of A E / E  < 1% a t 50 GeV, and for muons a magnetic spectrom eter has been 
constructed (also described below) w ith a m om entum  resolution of A p /p  <  1.9% at 
50 GeV.

The choice in the design of L3 was to concentrate on the subset of events which 
can be m easured very accurately, {e.g. electron and muon pairs have a combined 
branching ratio  of only 6 % in decays of the Zo). The increase in  precision and the 
ability to  unambiguously resolve each component of the selected events more than  
com pensate for the  loss in statistics. Confucius had a similar idea when he said, ‘A 
single gem is more pleasing to the eye than  a m ultitude of common stones’.

A sketch of the L3 detector inside the experim ental hall is shown in Fig. 6.2 
[45]. The hall is 21.4 m  in diam eter and 26.5 m long. The floor of the hall is 
50 m below ground surface. The dom inant feature of the detector is the  magnet. 
The entire detector rests inside 0.5 T  magnetic field, a so called ‘m agnetic cave’. 
The m agnet yoke has a  outer radius of 7.8 m  and a  length of 11.6 m. The inner 
radius of the magnet coil, and  therefore the m axim um  size of the  detectors housed 
inside, is 5.93 m. There are four distinct particle detectors. Moving outward from 
the beam, the detectors are the Vertex Cham ber, the Electromagnetic Calorimeter, 
the Hadron Calorimeter, and the Muon Cham bers. Each subdetector provides 
a specialized measurem ent, as indicated by the name of the sub detector. Each 
subdetector will be discussed, briefly, below. Before preceding, we should introduce
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FIG.1

Figure 6.2: The L3 detector
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the coordinate system which will be used through out the this thesis. As shown in 
Fig. 6 .2 , we define z  as the direction along the beam, <f> as the angle in  the plane 
perpendicular to  the beam, r  as the radial distance from the interaction point, and 
0 as the angle in a plane containing the beamline. Note th a t we define 9 =  0 to be 
perpendicular to  the beamline.

The muon cham bers are designed to  precisely measure the m om enta of high 
energy muons. The magnet and the m uon chambers form a  m agnetic spectrom eter. 
T he chambers are assembled in 16 units, referred to as octants. Each octan t consists 
of five chambers in three layers which cover one eighth of a circle in <p and an angular 
range in 9 from 0® to ±46®. The main cham bers measure only the tf> coordinate of 
the particle tracks. Since the magnetic field is parsdlel to  the beamline, only the <f> 
coordinate of a muon track is bent by the m agnetic field. The resolving power of 
a  magnetic spectrom eter is proportional to B { L f d Y ,  where B  is the m agnetic field 
strength , L  is the dimension of the  spectrom eter transverse to the  field, and d  is the 
position resolution on m easurements of the m uon track. The decision for L3 was 
to  maximize L/d .  This reduces the requirem ents on the m agnetic field strength, 
which makes use of a magnet constructed ou t of conventional m aterials feasible. 
The outer most chamber is 5,44 m  from the beam  line, while the inner chamber 
is 2.53 m  from the beam  line. So, the lever arm  for m om entum  m easurem ents is 
2.91 m. The sagitta  of a  45 GeV muon across 2.91 m  in a 0.5 Tesla m agnetic field 
is only 3.7 mm.

To have m om entum  resolution on the order of 1%, the  m uon tracks m ust be 
m easured to an accuracy of several tens of microns. This accuracy is achieved by 
measuring each track m ultiple times in each of the th ree layers of chambers. The 
accuracy of the position determ ination should decrease w ith the square root of the 
num ber of m easurem ents. There are 16 planes of measuring wires in the inner and 
outer cham bers and 24 planes in  the middle chambers. The position resolution 
achieved is 50 /im. The alignm ent of the chambers w ithin each octant is monitored 
and  corrected by an opto mechanical system. The alignment can be checked with a 
IIV laser system  or by using beam  or cosmic ray  muons if the m agnet is off. Tests of 
the  chambers have dem onstrated a system atic error in position measurem ents of less 
th an  30 ;xm. I t is im portan t to  note th a t the alignment between different octants 
need not be known to  such great accuracy because muons w ith m om enta greater 
th an  3 GeV/c will traverse only one octant. The overall m om entum  resolution of 
the  chambers is A p /p  =  1.9%(50 GeV/p), which gives a  mass resolution for dimuons 
of 1.4% a t 100 GeV.

In addition to  the chambers which measure <j>, there are four layers of chambers, 
arranged in pairs th a t surround the innermost and outerm ost layers of ÿ  chambers, 
th a t mecisure the z-coordinate of the tracks. Since the magnetic field induces no
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bending in  the z-coordinate, the track of muons through the z-chambers is a straight 
line. These ‘z-cham bers’ are used to resolve ambiguities in track reconstruction. 
Also, straight-line tracks which pass through the interaction point are used as a 
fast trigger signal to  identify m uon events. There is only a  single plane of wires in 
the  z-chambers which has position resolution on the order of 250 ^m .

T he next detector, as we move towards the interaction point, is the hadron 
calorim eter, (HC). The HC is designed to measure the  to ta l energy of events (in 
conjunction w ith the electromagnetic calorim eter), to  measure the direction of en­
ergy flow in hadronic je ts, and to  filter and identify m uons passing into the muon 
chambers. I t  is a sampling detector, constructed as a barrel, two end caps, and 
a  m uon filter. The barrel and endcaps are sandwiches of alternating  layers of de­
pleted Uranium  absorber and Argon-COj proportional cham bers. The m uon filter, 
m ounted between the m uon cham bers and the HC barrel, has brass absorber, ra ther 
than  Uranium , in order to  block passage of radioactive decay products of the Ura­
nium  into the muon chambers. There is also a  layer of stainless steel on the inner 
surface of the HC to  shield the electromagnetic calorimeter from  the Uranium. The 
HC covers more th an  98% of the to ta l solid angle w ith more th an  four hadronic 
in teraction lengths of m aterial in the radial direction.

The proportional chambers have a 5 mm x 10 mm cell size, which m atches the 
w idth of a single hadronic shower. There are more th an  10,000 planes of propor­
tional cham bers, w ith a  to ta l of more than  400,000 cells. T he cells are read out in 
groups in  order to  reduce the num ber of readout channels to  about 26,000. The 
m easured energy resolution is b5Vo/\ jEj  GeV +  5% for pious and 3 4 % /^ E /  GeV 
for electrons.

Inside the hadron calorimeter is the electromagnetic calorimeter, (EC). The 
EC is designed to  provide good energy and angular resolution for electrons and 
photons. The calorimeter also acts as the first layer of the hadron calorimeter, 
providing an additional hadronic interaction length of m aterial. The calorimeter is 
a  to ta l absorption scintillating device. B ism uth G erm anate (BGO) was chosen as 
the  scintillating m aterial because of its very short radiation length. Absorption of 
more than  98% of the energy of a  100 GeV electron is possible with only 24 cm of 
BGO. The calorimeter consists of a two barrel pieces and two endcaps. Construction 
of the endcaps has been delayed due to  financial constraints. T he angular coverage 
of the barrel extends down to  6  =  ±48°. The endcaps will extend the coverage to 
e = ±78°.

The calorimeter is made of 10752 BGO crystals, 7680 in the barrel and 3072 in 
the endcaps. The crystal size, 2 cm x 2 cm a t the  inner surface of the  calorimeter, 
gives an  angular resolution of a &action of 1° on the centroid of energetic electromag­
netic showers. Collection of scintillation light is performed by silicon photodiodes.
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The use of more sensitive phototubes is ruled out because of the 0.5 Tesla magnetic 
field which perm eates the L3 detector. Photodiodes have no in ternal amplification, 
so a low-noise charge-sensitive preamplifier is used to  boost the signal. The en­
ergy resolution of the calorimeter is dom inated by electronic noise a t energies below 
1 GeV and is determ ined by shower fluctuations in BGO above 10 GeV. The energy 
resolution of the calorimeter has been dem onstrated to  be 5% a t 100 MeV improving 
to  1% at energies greater than  a  few GeV.

The inner m ost detector is the vertex chamber. T he vertex chamber is a  high 
resolution gaseous wire cham ber, which gives a high resolution picture of the pro­
jection of charged particle tracks on to  the r  — ÿ  plane, surrounded by proportional 
chambers, which give the z-coordinates of tracks leaving the wire cham ber. The 
design goals are to  measure particle life tim es to better than  1 0 ”*® seconds, to  de­
term ine the charge of electrons w ith transverse m om enta less than 50 GeV/c, to 
provide m om entum  resolution adequate to  distinguish between electron and pion 
showers in the calorimeters via the energy (measured in the calorimeters) versus 
m om entum  correlation, and to  measure the charge particle multiplicity and aid in 
je t analysis. The lifetime requirem ent leads to  a position resolution requirement of 
30 fim.  A 4<r determ ination of the sign of 50 GeV electrons in the 0.5 Tesla magnetic 
field w ithin the 36 cm active radius of the chamber requires position resolution of 
50 fira.

To achieve the position resolution required, the decision was made to  employ 
a  ‘Time Expansion C ham ber’, (T E C ), design. The T E C  has a  low electric field 
drift region, covering m ost of the detector volume, and a  high field detection gap, 
containing charge m ultiplication anode wires and sense wires. Charged particles 
traversing the drift region ionize the gas, producing tracks of clusters of charge. 
T he charge clusters drift in to the detection gap where the charge is m ultiplied and 
absorbed onto the sense wires. The signals from the sense wires are digitized by 
flash AD C’s w ith a  sampling ra te  of 100 MHz. The high sampling rate  allows 
one to reconstruct the charge profile of the track in great detail. The accuracy of 
track reconstruction is lim ited by fluctuations in the  charge clusters during diffusion 
across the drift region. The cham ber is segmented so th a t the  drift distance never 
exceeds 6  cm. The expected position resolution is 30 fim.

6.3 The Electromagnetic Calorimeter

The L3 BGO electrom agnetic calorim eter has the following design criteria:

•  Electron and photon energy resolution of 1% for energies greater th an  a few 
GeV, and 5% a t 100 MeV.
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M aterial BGO N al(Tl) CsI(Tl) BaFj
R adiation Length (cm) 1 .1 2 2.59 1 .8 6 2.1
Density (g/cm®) 7.13 3.7 4.51 4.9
Photons/G eV 10® ID* 5 X 10® 10®

Table 6 .1 : Properties of various scintillators

• Angular resolution of 1° for electrons and photons above 1 GeV.

» Good separation of photon and electron showers in jets.

• P io n /electron identification a t the level of 10“® for showers with energy greater 
th an  1 GeV.

There are significant constraints on the design of the calorimeter due to the 
overall design of the L3 experim ent. The concept of the ‘m agnetic cave’ w ith muon 
cham bers completely outside the calorimeters requires compact calorimeters. This 
Umits the choice of scintillating m aterials, and translates the angular resolution 
requirem ent into a  ra ther strict position resolution requirem ent. Additionally, the 
cylindrical vertex cham ber forces the EC to also have a cylindrical shape, whereas 
a  spherical shape would be preferred.

The vertex cham ber is a cylinder 1 m eter long and 1 m eter in  diam eter. To make 
the design as compact as possible, the EC is designed as a  cylinder, with 1 m eter 
inner diam eter, and two end caps, covering the end of the vertex cham ber. Bismuth 
G erm anate (Bi^GegOi;), commonly referred to  as BGO, was chosen because it has 
the shortest radiation length of the available scintillators, (see Table 6.1), which 
leads to the most compact to tal absorption calorimeter. The short radiation length 
is also im portan t because it reduces the  lateral shower spread, making good angular 
resolution possible even though the calorimeter is only 50 cm from the  interaction 
point.

To achieve the required resolution the crystals m ust be long enough to  completely 
contain the shower. M onte Carlo calculations have shown th a t 22 radiation lengths 
of BGO are sufficient to  keep the fluctuations in deposited energy well below the 1% 
level for energies up to  100 GeV. T he overall shape of the  BGO m ust therefore be 
a  cylinder of 1 m  inner diam eter w ith a t least 24 cm of BGO along rays originating 
a t the in teraction point. The only remaining question is how to  segment the BGO, 
or equivalently how large to  make the BGO crystals.

The extent of lateral segm entation of the calorimeter is a  trade off between the 
granularity required for accurate position m easurements and the effective increase
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in electronic noise. To find the energy of a shower, we sum over all electronic 
channels covered by the shower. For energies, below a few hundred MeV, where 
the electronic noise makes a significant contribution to  the resolution, we need to 
sum over channels within about 5 cm of the center of the shower in  order to reduce 
fluctuations in the deposited energy to  the level of a few percent. Increasing the 
lateral granularity increases the num ber of channels in the sum, thereby increasing 
the noise in the signal. The electronic readout, discussed below, has an equivalent 
noise of about one MeV per channel. In the best case, completely uncorrelated 
noise, the  to tal noise is the quadrature sum of the  noise of each channel. If we sum 
over all channels within 5 cm of the shower center, then the electronic noise is

AE® ~  (1.0 MeV®/channel)(—jT- channels) => A E  ~  1.8— MeV, (6.1)
dr d

where 7* =  5 cm is the extent of the shower and d  is the lateral dimension of the 
BGO crystals. To achieve 5% resolution a t 100  MeV, we m ust have d >  1.8 cm. It 
has been found, from Monte Carlo studies and test beam data , th a t crystals which 
are 2 .0  cm x 2 .0  cm at the inner surface of the detector give a position resolution 
of 1 m m  at 10 GeV and 3 mm at 1 GeV. This is sufficient for the required angular 
resolution. Roughly 11000 crystals of this size are required to  completely cover 
the inner edge of the  calorimeter. This is an economically and technically feasible 
num ber of electronics channels, and the required crystals are small enough th a t they 
can be reliably grown in the quantities required.

6.4 The BGO Crystals and the Mechanical structure

The calorimeter has four mechanically separate pieces: two half barrels and two 
end caps. The end caps have not yet been constructed and will not be discussed 
here. Two orthogonal cross sectional views of the  barrel portion of the calorimeter 
are shown in Fig. 6.3. Each half barrel consists of 160 rows of crystals, symmteric 
in  (j). Each (j> row consists of 24 BGO crystals. The crystals are truncated  pyramids. 
All crystals have a 2 cm x 2 cm front face, are 24 cm long, and point directly at 
the interaction point. The dimensions of the rear faces are adjusted to  minimize 
the gaps between the crystals, so the shape and size of the  crystals vary w ith the 
position of the crystal in 9. The calorimeter is symmetric about the beam  axis, so 
there is no variation in the crystal dimensions as a  function of (f>. The crystals are 
arranged to be as close to  the interaction point as possible, w ithin the space allotted 
for the electromagnetic calorimeter. As can be see from Fig. 6.3, the innermost edge 
of each crystal lies on a cylinder w ith radius 52 cm.
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Figure 6.3: The Electromagnetic Calorimeter
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The mechanical structure  of the calorimeter consists of individual cells, referred 
to as alveoli, which containing the crystals and a  supporting structure. B oth parts of 
the structure  are m ade of epoxy-resin carbon-fiber com posite m aterial. T he alveoli 
hold each crystal separately such th a t the weight of any crystal is transm itted  only to  
the carbon fiber m aterial and  not to  any of the surrounding crystals. Each crystal 
is pressed in to  its  alveola by a  spring loaded device a t its back (the end further 
from the interaction point). The alveolar structure  is attached  to the supporting 
structure m ade of two roughly cylindrical shells w ith conical supporting flanges at 
the ends of the  barrel. The part of the supporting  structure  between the  crystals 
and the beam  is 10 m m  thick. The m aterial transversed by particles originating at 
the interaction point varies between 0.04 and 0.09 radiation lengths.

The BGO crystals were grown, cut to size, and polished at the Shanghai Institu te  
of Ceramics in China. The crystals were m anufactured by first heating a m ixture of 
pure BigOg and GeOj powders to 1000°C, and then, after the powders have melted, 
allowing the m aterial to  cool slowly as the  crystal grows from a  m onocrystal seed. 
The crystals were cut to  size and then polished to  tolerance of 300 fim in the 
transverse dimensions, 400 /im  in length, and 50 /im  in planarity of the faces. The 
close m echanical tolerances allow the calorimeter to  be constructed w ith a  minimum 
of dead space between the crystals.

T he crystals are required to  have a m inim um  optical transparency of 55% at 
400 nm  and 65% at 630 nm. The average optical transparency of the crystals is 
10% above the m inim um  values. The photodiodes were attached  to  the crysteds 
with an epoxy glue w ith index of refraction of 1.55. A num ber of different surface 
treatm ents for the crystals were investigated to maximize the to ta l light ou tpu t and 
the uniform ity of the light ou tpu t across the  length of the crystal, e.g. polishing a 
num ber of the  faces, depolishing certain faces, painting the crystals, wrapping the 
crystals in m ylar foil, etc. The m ethod chosen was to  optically polish the crystals 
on all six faces and, after the  photodiode was attached , paint all faces with a  30 
to  80 /im  thick coat of high reflectivity NE560 paint. The pain t, m anufactured by 
Nuclear Enterprise of Scotland, is water-based w ith T itanium  oxide as the  reflective 
com pound. It provides a  diffuse reflection of the  photons which are not internally 
reflected a t the faces of the crystal. Crystals prepared in  this way have a  to tal light 
ou tpu t com parable to  any of the surface preparation techniques investigated and 
variations in the  light ou tpu t along the length of the crystal o f less th an  1 0 %, on 
average.
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6.5 Analog electronics

The front end electronics for the calorimeter measures the light output of each 
of 11000 BGO crystals. We have chosen to use a system with photodiodes for 
light collection, a low noise charge sensitive preamplifier mounted a few centimeters 
away from the photodiodes, and a wide dynamic range ADC with dual resettable 
integrators mounted a few meters away from the preamplifiers. The motivation and 
design of the system is discussed below. The system must meet three basic criteria:

» The system must operate in a 0.5 Tesla magnetic field.

•  The electronic noise must be less than 1 MeV per channel.

» The electronics must be able to  handle signals over a  range from a few MeV 
to one hundred GeV.

The light output at the outer end of the BGO crystals is a few thousand scintil­
lation photons per incident MeV. The most common choice of light collection device 
for low light levels is the photomultiplier tube. However, the requirement th a t the 
system operate in a magnetic field excludes the use of conventional phototubes. The 
next alternative is a solid state light collection device, e.g. a photodiode or pho­
totransistor. We have chosen to use a silicon photodiode, the Hamamatsu S-2262. 
This photodiode has a spectral range relatively well matched to the scintillation 
light of BGO, and has low capacitance, which is im portant in the optimization of 
the low noise preamplifier. There are two photodiodes, each with 1.5 cm* active 
area, glued to the rear of each crystal.

The disadvantage of solid state light collection devices is that they have no 
internal amplification. Because the photodiodes cover only a third of the back face
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of the crystal and have a quantum  efficiency of 60% for BGO scintillation light, 
approxim ately one quarter of the  photons leaving the backface of the  crystal are 
converted to  photoelectrons. The sum of the  signal from the two photodiodes in 
the final system  is about one thousand electrons per MeV. This necessitates the 
use of a  low noise preamplifier. The preamplifier used was designed a t Lyon[46]. 
The pream ps are m ounted a  few centim eters away from  the photodiodes in order to 
minimize the cabling and degradation of signal due to  transm ission in the cables. 
There are 24 pream ps m ounted on one pream p card for each (f> row of a  calorimeter 
half barrel.

A simplified schematic of the preamp is shown in Fig. 6.4. The active component 
of the pream p is a low noise FE T  (Field Effect Transistor) current amplifier. The 
pream p is charge sensitive and produces a ou tput voltage pulse w ith an am plitude 
equal to  the charge collected from the two photodiodes divided by the  feedback 
capacitance, C'y =  4pF.  The feedback capacitance was chosen to  produce a  10 volt 
peak, the largest signal the ADC system can handle, for the charge produced by 
the photodiodes when 100 GeV of energy is deposited in a crystal. The pulse a t the 
ou tpu t of the pream p has a rise tim e of a few hundred nanoseconds, corresponding to 
the decay tim e of BGO scintillation light, and a decay tim e constant, determ ined by 
the product of the feedback capacitance, Cy, and resistance, R j ,  which is roughly 
800 fisec. The long tim e constant is due to  the large resistance of the feedback 
resistor, JZy — 200MB. Therm al fluctuations in the  feedback resistor contribute 
noise which is inversely proportional to the resistance. Therefore, it is advantageous 
to  maximize the feedback resistance.

The output pulse from the pream p is fed into the ADC circuit, designed at 
Princeton[47|. There are two ADC boards, each w ith 12 ADC channels, for each 24 
channel preamplifier board. The ADC boards are m ounted just outside the hadron 
calorim eter, a few m eters away from the preamplifiers. The first stage of the ADC 
electronics is the ‘pole-zero’. The essential components of the pole-zero circuit are 
shown in Fig. 6.5. As discussed above, the  pulse produced by the pream p has an
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800 fisec  tail. However, beam  crossings at LEP occur every 11 fisec. The pole-zero 
converts the pulse from the pream p, with its 800 jisec tail, in to  a new pulse with 
a  decay time constant of 1.0 /xsec. The pole-zero is able to  elinnnate the  800 /isec 
tail because the  tail is known to  be a  simple exponential decay. The circuit works 
as follows.

T he leading edge of the pream p pulse deposits a  charge on the pole-zero capaci­
tor, Cl — 680 p F ,  m atching the voltage on (7, to the peak voltage of the  pulse from 
the pream p. There are two ways th a t charge can be removed from the capacitor. 
E ither the charge can move across the  pole-zero resistor, ~  1MB, or it  can move 
through the resistor Rt  ~  IkB  into the amplifier. The charge will, therefore, decay 
w ith two time constants. One time constant, corresponding to  charge moving into 
the amplifier, is given by RtCz- The other tim e constant, corresponding to charge 
moving across i î j ,  is given by the R fC , .  The pole-zero resistor, JÎ,, of each ADC 
channel is adjusted so th a t tim e constant R^Cz m atches the  tim e constant of the 
attached pream p. W hen the two tim e constants are m atched, the  exponential de­
cay of charge on the Cz will cancel the exponential tail of the pream p output pulse. 
The am plitude of the 800 psec tail a t the ou tput of the pole-zero is equal to  the 
am plitude of the  pulse from the pream p m ultiplied by

R t  / T  —  RzCzf  ( ^ )  (->
where t  is the time constant of the pulse from the pream p. In practice the time 
constants are m atched to  an accuracy of 1%, which cancels the 800 /zsec tail to an 
accuracy of 1 0 “®. The charge leaving Cz through Rt  provides an  ou tpu t pulse, with 
a time constant {RiCz =  1 psec), which is used by the ADC.

After the pole-zero the signal is split in to  three parts: the low energy channel, 
the high energy channel, and the analog sum channel. A simplified schematic of 
the complete analog part of the ADC is shown in Fig. 6 .6 . There is a  simple R C  
filter a t the inpu t of each of the  three channels. The three filters have m atched 
tim e constants of 0.5 psec and are used to  sm ooth the leading edge of the pole- 
zero ou tput pulse, to  allow the relatively slow front end amplifiers to  accurately 
follow the shape of the pulse. This eliminates nonlinear feedback from the front end 
amplifier into the pole-zero.

The analog sum  channel converts the  signal, w ith an adjustable attenuation, into 
a  current pulse. The current pulses from groups of crystals are summed to give a 
fast approxim ate determ ination of the energy in the calorimeter used for triggering. 
The attenuation  is adjustable for each crystcJ to com pensate for variations in light 
ou tput and preamplifier gain of the different crystals.
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The low energy channel and the high energy channel are two separate circuits 
used to achieve the wide dynamic range required. The low energy channel is op­
timized for small signEils. It has a front end amplifier with a gain of 22.7 and an 
additional gain, relative to  the high energy channel, of 1.5 due to  the integrator. 
This gives a to tal relative gain of 34. Low noise often implies slow speed. The 
low energy amplifier is a  very low noise op-amp which is too slow to  follow large 
amplitude signals. There is circuitry, not shown in Fig. 6 .6 , which liiruts the gain 
of the op-amp for large signals and additional circuitry which limits the amplitude 
of signals in the low energy integrator. These circuits are necessary to  prevent the 
low energy channel from saturating on large signals, but preclude the use of the 
channel at high energies, so a separate high energy channel is required.

The Op-amp labelled ‘DC feedback’ averages the signal from the preamp. The 
op-amp generates a slowly varying voltage, which is an average of the signal from 
the preamp over an interval of about one second. The voltage measured is the 
DC offset a t the output of the photodiode, which is determined, primarily, by the 
photodiode leakage current. The voltage is inverted and fed back into the preamp 
to compensate for variations in the leakage current and stabilize the preamp. It is 
also sent to  the ADC to provide a monitor of the photodiode leakage current. This 
is useful when diagnosing problenis in faulty channels.

Before digitization, the voltage pulses from the front end amplifiers are converted 
to a  DC voltages. A rough sketch of the path  of the signal from the photodiode 
though either ADC channel is shown in Fig. 6.7. The charge from the photodiode 
on the BGO is collected by the preamp, sent through the front-end of the ADC, 
and fed into the integrator. The integrator and sam ple/hold were designed for the 
synchronous beam timing of LEP. Figure 6 .8  shows a  timing diagram of one beam 
crossing interval at LEP. The integrator is ‘resettable’. The charge on the integrator 
capacitor is zeroed, before each beam crossing, by closing the (FET) switch across 
the capacitor. After the charge is zeroed, the switch is opened, and the integrator 
begins to build up charge. At this point, the sam ple/hold switch is closed, and the 
voltage on the sam ple/hold capacitor tracks the output voltage of the integrator. 
The switch remains in  sample for 5 fieec after the beam  crossing. The pulse at 
the input of the integrator has a  time constant of 1 fisec. After 5 fisec, more than 
99% of the pulse has been integrated. More importantly, after 5 fisec the pulse has 
decayed sufficiently th a t variations in the integration time or time constant of the 
pulse result in changes in the output voltage of less than 0.1%. The signal is held 
until just before the next beam crossing. The decision on whether or not to accept 
the event m ust be made by th a t time. If the event is rejected, the cycle repeats, if 
the event is accepted the signed is held until digitization in complete.
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The energy deposited in each crystal can range from a  few MeV to two hundred 
GeV, To prevent d ig tiza tio n  errors, the least count of the  ADC is roughly one ten th  
of an MeV, so the required ADC range is 21 bits. However, 0.1 MeV precision is not 
required for most signals. Digitization need never be more accurate than  1/1000th 
of the inpu t signal. The wide dynamic range is achieved by performing a 12-bit 
d ig tiza tio n  of the signal after it is amplified with a  selectable gain, varying from 1 
to  544. The 12-bit d ig tiza tio n  and the 9-bit range of amplification combine to  give 
a 2 1 -bit dynamic range.

T he ou tpu ts of the two sam ple/holds feed into ADC com parator/am plifier chmn 
as shown in Fig. 6.9. The two am plifier/com parator chains present a  to ta l o f six 
levels of amplification of the input signal. The input voltage scale for each com para­
tor, and an approxim ate equivalent energy scale are presented in Table 6.2. There 
is a factor of four between successive com parators, except a t the crossover between 
the  high and low energy chains. The first step in d ip tiza tion  is to choose which 
com parator to  use. The best com parator is the one w ith the highest input voltage 
which is below saturation . To ensure th a t there are the  voltage scale is linear for all 
readings, we define ‘sa tu ra tion ’ to  mean th a t the input voltage is greater th an  7 /8  
of full scale of the DAC. After the m ost sensitive com parator w ith a reading of less 
th an  7 /8  of full scale is found, d i^ tiza tio n  proceeds w ith a conventional successive 
approxim ation algorithm  on th a t com parator. Since the DAC used for the conver­
sion has 12  significant bits, the gain of four between successive com parators ensures 
th a t the digitization is accurate to  a t least 10  bits on all com parators except on 
com parator one. O n this com parator, the least count is 0.1 MeV, so we are assured 
th a t the conversion is accurate to  either 0.1 MeVor 0 .1 % of the  input signal, which 
ever is greater.

There are two additional com parators in  the ADC circuit. One is used to dig­
itize the photodiode leakage current m easured by th e  DC feedback circuit. The 
other com parator allows us to  measure current produced by tem perature sensors 
m ounted on the BGO, to  measure the power supply voltages, and to identify each 
individual ADC card. Each of the 12 charm els on an ADC card measures a differ­
ent quantity, as shown in Table 6.3. Channels 1, 2, 11, and  12 are used to  m onitor 
the power supply voltages on the ADC cards. Chaimels 3-4 and 5-7 measure the 
voltage across identification resistors m ounted on the preamplifier card or the  ADC 
card, respectively. T he identification resistors are soldered in by hand after the 
boards are assembled. The three resistors for each ADC board and two resistors 
for each pream p board uniquely identify each circuit board .'. Channels 8 -1 0  read 
a voltage, produced by an AD-590 therm osensor, which is a  linear function of the

'  For the preamps there are two indentical pairs of resistors (one pair for each of the two attached 
ADC cards) and the identification is unique only within each half barrel of the detector
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Com parator
Voltage 

Least count Full Scale
Energy 

Least count Full Scale
6 2.4 mV 10 V 50 MeV 200 GeV
5 0.6 mV 2.5 V 12 MeV 50 GeV
4 0.15 mV 0.6 V 3 MeV 12 GeV
3 71 /xV 290 mV 1.5 MeV 6  GeV
2 18 pV 74 mV 0.4 MeV 1.5 GeV
1 4/xV 18 mv 0.1 MeV 0.4 GeV

Table 6.2: The ADC com parators
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Channel Voltage digitized
1 4-15 Volts monitor
2 -12 Volts monitor
3 Preamp identification
4 Preamp identification
5 ADC board identification
6 ADC board identihcation
7 ADC board identification
8 Temperature sensor
9 Temperature sensor

10 Temperature sensor
11 -15 Volts monitor
12 +5 Volts monitor

Table 6.3: Signals on the ‘special’ comparator

tem perature of the sensor. The sensors are mounted on the BGO crystals and on 
the supporting carbon fiber structure. The tem perature sensors will be discussed 
in detail in section 7.6.

The digitization is controlled by a single chip microcomputer, a HD63B05VOP 
m anufactured by Hitachi. There is one microcomputer for each crystal. In addition 
to controlling the ADC, the microprocessor also controls the other programmable 
parts of the analog electronics, e.g. the analog sum attenuation, and interfaces with 
the da ta  collection system. Additionally, the 6305 is capable of performing tests of 
a  significant part of the ADC electronics and, in conjunction with the upper levels 
of the readout, most of the data  collection system.

Except for the analog sum, which is sent to the trigger system, no analog signals 
pass beyond the ADC cards. The all digital character of the readout minimizes the 
necessary cabling and eliminates any degradation of the signals during transm is­
sion.

6.6 Data Collection

After the light generated in each of the 11000 BGO crystals is measured, the 
digitized signals must be combined into a single data stream. The large number 
of crystals and the corresponding fan-in of da ta  naturally leads to  a hierarchical 
scheme, with data collection performed at several tiers. Levels 1 through 3 of the
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system  were designed a t Princeton and level-4 was designed at Nymegen. A decision 
was m ade early on in the  design of the system  to incorporate processing capabilities 
a t each stage of the readout, in  order to  maximize the flexibility of the system  and 
to  reduce the overall d a ta  transfer ra te  via suppression of signals below threshold.

T he system  has four levels of readout, as shown in Fig. 6.10. The lowest level, 
the  ADC cards, reside w ithin the m agnetic cave of the  L3 detector and are located 
just outside the hadron cedorimeter endcaps. The ADC for each crystal is controlled 
by a  single chip m icrocom puter, which handles the A to  D conversion, and interfaces 
w ith the next level of the readout system . The upper levels of the readout reside 
in the counting room, a  hundred m eters away from the calorimeter. Each of the 
upper levels consists of a num ber of (relatively) high performance m icrocomputers. 
The level-2 m icrocom puters m onitor each trigger in order to  verify th a t the level-1 
processors are functioning properly. Levels 3 and 4 operate asynchronously, and 
are driven by the d a ta  coming up from the lower levels. In this section we present 
a brief overview of the  readout system. A more detailed discussion is reserved for 
Appendix B.

The lowest level, level-1, consists of the 6305 m icrocom puters controlling the 
ADC for each crysteJ in  the detector. T he 6305’s are organized into ‘token passing 
rings’ of 60 crystals each. All the processors in a ring share common d a ta  bus and 
control lines. ‘Token passing’ refers to a  system  by which control of the common lines 
is transferred from processor to  processor. The details of the system are described 
in Appendix B. The token passing system uses relatively slow signals (no transition  
need be faster th an  1 /fsec) and a very small num ber of signal lines (four plus the 
d a ta  lines). This makes it  extremely reliable and tolerant of noise on the signal 
lines. I t provides an adequate d a ta  transfer ra te  w ith a  bare m inim um  of hardw are. 
Since each level-1 m ust access the common lines sequentially the time required to 
read out the  entire ring is proportional to  the size of the ring. The chosen size, 60, 
lim its the  to ta l num ber of rings, and therefore the  num ber of level-2  processors, to 
a  reasonable num ber w ithout degrading the  overall performance of the  system.

After an event is selected by the trigger, the signal for each crystcJ is digitized. 
The digitization requires 220 fisec. The digitized signal is then  stored in  a  small 
buffer (41 readings) in the 6305. Moving the d a ta  to the upper levels of the  readout 
is performed as a  background task. If the  reading exceeds a  preset threshold then 
the d a ta  is passed up to  a level- 2  m icrocom puter, otherwise the d a ta  is discarded.

Each ring of 60 crystals is controlled by a level-2 processor. The level-2 pro­
cessor downloads adjustable param eters, such as the analog sum attenuation  and 
the zero suppression threshold, controls when special events, such as pedestals or 
tem peratures, are taken, and handles all the  d a ta  produced by 6305’s in the ring. 
The level-2 m icrocom puters are commercially built M izar 8115 single board micro-
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computers based on the M otorola MC68010 microprocessor. Each M izar board is 
attached to  a Princeton built interface board to  allow it to  communicate with its 
associated level-1 microcomputers. A pair of interface boards, one attached  to the 
level-2  M izar computer, the o ther attached to the ring of five ADC cards, translate 
the 32 digital signals required for communication to differential TTL levels which 
are transm itted  over more than  1 0 0  meters of m ulticonductor cable.

Each Mizar com puter has large (512k byte) memory capable of storing a t least 
several hundred events. Incoming d a ta  from the 6305’s are reform atted and then 
stored in this memory. The level-2 processors are organized in  crates of 16. Each 
crate is controlled by a level-3 processor, also a Mizar 8115. The sixteen level-2 ’s 
and the level-3 communicate via a digital signal bus (VME bus) carried on the 
backplane of the crate. The memory on the Mizar boards can be accessed either by 
the board ’s microprocessor or by the level-3 processor via the VME bus.

W hen all the level-2’s in a crate have assembled a complete event in their mem­
ory, the level-3 organizes the d a ta  and  sends it via a  F irst-In-F irst-O ut buffer to 
level-4. Since the level-3 can access the level-2 memory directly, no recopying of 
the da ta  is done. The level-3 does not buffer events, but instead transm its then di­
rectly to level-4. We have found th a t eliminating buffering by the level-3 processors 
greatly increases the speed of the system. Level-4 collects d a ta  from all the  level-3’s 
and passes the complete event to  the da ta  acquisition system.

The m ajor p art of the dead tim e comes from the tim e required for the  d ig tiza- 
tion. Each 6305 requires 220 /isec after an event is selected to  d i^ tize  the signal 
and store the reading in its internal buffer. Since all events are buffered, no further 
processing need be done immediately. Therefore, the m axim um  instantaneous rate 
of the system can be as high as 4 kHz for bursts of fewer than  41 events (the size 
of the 6305 buffer). The m axim um  average event ra te  depends on the fraction of 
channels w ith nonzero signals. We will calculate the event ra te  for two cases: 10% 
occupancy, the  level expected during normal running at LEP, and 100% occupancy, 
as used in pedestal and certain types of calibration runs.

Suppression of zero signals occurs in the lowest level of the  system . After the 
reading is saved in the buffer, but before it can be passed to  the level-2  proces­
sor, 300 fisec of processing are required to  form at the reading (add error checking 
bits) and decide if the  reading should be zero suppressed. If there are multiple 
events in the buffer, these operations are done while a different 6305 in the ring is 
transferring data , so no additional tim e is required.^ The operation which m ust be 
done sequentially is comm unication w ith the level-2 processor. Each 6305 requires 
86  paec to  pass up a single reading, or 10  ptsec to  indicate th a t it has no d a ta , and

’There will be a single event in the buffer only if the event rate is low enough to allow the extra 
processing time.
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1 0 % occupancy 1 0 0 % occupancy
Transfer Rate Fan-in D ata Time D ata Time

/isec/byte bytes ^sec bytes fisec
1 - ^ 2 see text 60 18 1750 180 6000
2 - * 3 - 16 40 - 256 -

3 - » 4 1.65 11 652 1100 4100 6800
4 ^  DAQ 0.08 1 7200 600 45000 3800

Table 6.4; D ata transfer ra te

8 fisec, after all the  transfers are completed, to  ‘clear the  token’ and return  to  the  
quiescent state. The to ta l da ta  handling tim e is 220 fisec for d ip tiza tion  and an 
additional 94 p^sec/processor for each 6305 w ith d a ta  and 18 /xsec/processor for each 
6305 w ithout data.

The processing performed by the  level-2’s is done while waiting for the 6305’s. 
The level-2 reform ats the  d a ta  as it  is read in, and does an integrity check of the 
complete event during the  480 fisec taken to  ‘clear the token’. Since the level-3 
can read the event directly from the level-2  memory, no tim e is used to  transfer 
the event to  the level-3. W hen all the level-2’s in a  crate have assembled complete 
events, the  level-3 adds a  few more error checking and sta tu s  words and transfers 
the d a ta  to level-4.

The d a ta  transfer rates, and quantity  of da ta  handled by individual processors 
a t each level are shown in Table 6.4. It is not useful to  measure the d a ta  transfer 
ra te  between levels 1 and 2  in bytes/sec because tim e is required to  process crystals 
which have signals below the suppression threshold, and therefore transfer no data. 
The to ta l tim e for the transfer, as explained previously, is 220 4- 94n -f 18(60 — n)  
fisec, where n  is the num ber of crystals in the  ring with d a ta , 60 — n  is the num ber 
of crystals in  the ring w ithout d a ta . The average transfer ra te  when all crystals 
have d a ta  is 100 psec/crystal. However, when only some of the crystals have data , 
the average transfer ra te  per byte of d a ta  is significantly lower due to  the fixed time 
required for digitization and to  process crystals w ithout data.

The bottleneck for norm al d a ta  is the  level-1 processing tim e, and for full 
calorimeter da ta  is the level-3 to level-4 transfer ra te . The maximum average event 
ra te  of th e  readout system is 570 Hz for 10% occupancy and 170 Hz for 100% occu­
pancy. The d a ta  acquisition rate , for the conservative estim ate of 10% occupancy, 
is w ithin the target da ta  taking ra te  for L3.

We have just described the  da ta  collection hierarchy. T he arrangem ent for tim ing 
and control is somewhat different. The d a ta  from the ADC cards is sent up through
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levels 2,3, and 4 to  the da ta  acquisition system. The signals th a t control the tim ing 
and control signals are connected directly between each level and the main trigger 
system, for all levels except level-1. The signals for level-1 are passed through 
the corresponding level-2 driver/receiver board. This allows a  level-2 to  disable its 
level- 1 cards in case of failure and also simplifies the cabling.



Chapter 7 

Calibration

7.1 Introduction

The data produced by the BGO electromagnetic calorimeter for each event con­
sists of an ADC reading from each crystal that has a signal which exceeds its zero 
suppression threshold. From this set of data , we wish to reconstruct the energy and 
impact position of the particles traversing the detector in tha t event. To accom­
plish this task, we must understand the response of the system. We must know the 
dependence of the energy deposited on the impact position and type of the particle, 
the signal output for a  given energy input, and the variation of the signal with 
environmental factors, primarily the tem perature of the BGO.

We have studied the response of the calorimeter with both test beam da ta  and 
computer simulations. We prefer to  rely on the test beam data , using the simulations 
only to  supply information that cannot be derived from the beam  da ta  because 
of the limited granularity and coverage of the detector. Since the calorimeter is 
primarily intended to measure electrons and photons, we use an electron beam for 
the calibration. The beam is sent into each crystal in tu rn , in  order to calibrate 
each crystal and its associated electronics independently. To successfully calibrate 
a crystal, we must know the position and momentum of the incident electrons, 
the amount of energy deposited in the crystals, the efficiency for the generation 
and collection of scintillation light, and the response of the electronics for signals 
from the photodiode. In the following chapters we will discuss each of these topics, 
two algorithms for finding the calibration constants, and the performance of the 
detector.

Figure 7.1 is a sketch of main features of the measurement of a particle’s energy 
using the calorimeter. A particle enters a BGO crystal, producing an electromag­
netic shower. The shower spreads through the crystal and into the adjacent crystals. 
Some of the particles leak out the rear of the crystal, or back scatter out the front of 
the crystal. The fraction of shower remaining in  the crystal depends on the position

92
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Figure 7.1: From electron to ADC

and direction and energy of the  incident electron. A small fraction of the energy 
in the  shower excites the atom s in the  BGO which then produce scintillation light. 
The am ount of light produced for a  given am ount of energy deposited depends on 
the tem perature of the BGO and the quality of the crystal. This light is generated 
isotropically. To contribute to  the signal in the ADC, the light m ust reach the 
photodiode. The probability th a t a  given photon will reach the photodiode varies 
w ith th e  position w ithin the crystal according to  the geometry of the crystal, the 
optical properties of the crystal, and  the  pain t on the outside of the crystal. Each 
photon arriving a t the  photodiode has some probability of producing a  photoelec­
tron. The photoelectrons are collected by the pream p and the resulting signal is 
digitized. Each of these processes m ust be understood in order to  successfully use 
the calorimeter.

Equation (7.1) is an expression for the  signal from  a  given crystal. T he electro­
m agnetic shower is described by e(x)  which is the energy deposited as a function of 
position in the  crystal. The function C (T )  is the am ount of light generated per unit 
energy deposited. We include only the dependence of C  on tem perature. The light 
generation also depends on the  quality of the BGO used to  make the crystal and the 
mechanical stress of the  crystal, bu t these quantities are sufficiently constant th a t 
we can neglect any variations. The light generation is a property  of bulk BGO. It 
depends on the process used to  m anufacture the  BGO but not on the geometry of 
individual crystals. Therefore, one function C (T )  is sufficient for all crystals. The 
tem peratu re  a t each point is given by T( x) .  T he efficiency for collecting light pro­
duced a t a given point in the crystal is described by F(x) .  This is highly dependent 
on the geometry and surface trea tm en t of each crystal. The ADC reading from the
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crystal is V , and k  is the calibration constant.

k V =  I  dx e ix )C {T{ x ) )F{ x )  (7.1)
Jvol

For our analysis we make some simplifications. The electron is always incident 
along the long axis of the crystal and the crystal is much longer than  it is wide. 
Therefore, we average the shower development in the transverse plane and take the 
shower profile and light collection efficiency to  be functions only of the position 
along the long axis of the crystal, I.

For tem perature variation on the order of a  few °C, the change in scintillation 
light generated for a given energy deposited is a proportional to the tem perature 
change, with a coefficient of -1.55%/°C. The average tem perature of the detector 
varied by a few degrees over the course of the calibration. It is clear tha t we must 
take into account the average tem perature of each crystal. However, the effect of 
tem perature gradients on the light ou tpu t is less significant. The average gradient 
from the front to the back of the  crystals was less than  2“C during the 1988 beam 
calibration. The gradient affects the light ou tput only if the shower profile moves 
w ithin the crystal. Over a range of energies from 2 to 50 GeV, the shower profile 
moves only a  few centim eters, a small fraction of the 24 cm length of the crystal. The 
change in light ou tpu t, due to  tem perature gradients, is on the order of one part per 
thousand. Therefore, we neglect tem perature gradients and take the tem perature 
as constant across the crystal. We define the tem perature of the crystal to be the 
tem perature a t the  shower m axim um , T.  So, the tem perature correction is

C(T{x) )  ~  C{To) [l +  c ( f  -  To)], (7.2)

where To =  18°C is the nominal BGO operating tem perature. Furtherm ore, we 
absorb the coefficient C(To) into the overall calibration constant.

The intrinsic light yield variations over the crystals is on the order of 10%, 
leading to a  few percent change in to tal light output. We m ust make a correction 
for this effect. We choose to  recast the light collection efficiency F{x)  as a overall 
coefficient, Fo, which we absorb into the calibration constant, and a normalized 
function, f{ l ) ,  describing the change in light yield as a function of longitudinal 
position along the crystal. We normalize f ( l )  to  be zero a t the center of the  crystal. 
Then we have F{1) = Fo(l +  /( f ) )  where Fo =  F{Lj2) .  Now equation 7.1 becomes

k V  = E [ l  + c { f  -  To)] [l +  I dl £ (/)/(/)] , (7.3)

where E  =  Jj 'dle( l )  is the to ta l energy deposited. Note th a t Fq and C'(To) have 
been absorbed into the calibration constant.
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This is the  equation that defines the calibration constant. In order to calibrate 
we measure the incident electron before it enters the calorimeter and calculate 
the shower profile from the electron’s energy and impact point via a Monte Carlo 
simulation. The light yield as a  function of position along the crystal is known from 
cosmic ray measurements made before the crystals were installed in the detector. 
The integrated charge from the photodiode and the tem perature inside the detector 
are meéisured by the ADC system. We can then solve for the only unknown in the 
equation, the calibration constant.

To find the energy deposited in the crystal given the ADC reading we invert the 
previous equation,

k V

^  ~  [l +  c ( f - T o ) ]  +

This is the equation we must use in the reconstruction of events a t LEP. It 
is circular in tha t the corrections depend on shower profile which depends on the 
energy. Since the corrections are small and the shower profile is a  slowly varying 
function of the of energy and impact position, we can find the shower profile using 
the uncorrected energy.

To dem onstrate tha t the detector is adequately calibrated, we take data  at 
several energies, over a variety of tem peratures, and over as long a  period a time 
as possible. We m ust show th a t the calibration is stable over time, and tha t the 
tem perature and energy nonlinearity corrections are well understood.

7.2 Calibration Algorithms

The energy deposited in the crystal depends on the incident energy and impact 
of the position of the incident electron. The total energy of an  electron with energy 
greater than a few tens of MeV is never deposited in a single crystal, but rather 
spread over a  few crystals. The fraction of energy of an electron incident a t the 
center of a  given crystal deposited in squares of 1 and 9 crystals as a  function of 
energy is shown in Fig. 7.2. The error bars on the plot represent the root mean 
square fluctuation in the energy deposition. The plot highlights the basic choice 
to be made in  calibrating the crystals. We would prefer to calibrate each crystal 
independently. However, the fluctuations in the quantity of interest are greatly 
reduced if we choose to use a  group of crystals to  find each calibration constant. 
We have chosen to  use both single crystal and multiple crystal methods. The m ajor 
sources of error for each method are different, therefore comparison of the results 
will indicate the accuracy of the methods.
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Figure 7.2: Fraction of incident energy deposited in sum of 1 and 9 crystals

The m ultiple crystal m ethod is quite simple. One begins with some first guess 
calibration constants. Then on an event by event basis, the energy deposited in 
an N xN  m atrix  is calculated from the electron’s m om entum  and im pact position. 
This knowledge can come from either M onte Carlo sim ulation of the  process or from 
previous test beam  results. The energy deposited in all crystals except the central 
is summed using the calibration constants from the previous iteration. This sum is 
subtracted from the expected total energy and divided by the reading on the central 
crystal. The result is a  new value for the calibration constant for the central crystal. 
The value from each event is histogrammed. After all the events for the crystal are 
collected then either the  m ean or the fitted peak position of the histogram  contents 
are taken as the  new calibration constant. This is done for every crystal in  the 
detector; then one begins again using the new, more accurate, calibration constants 
for the neighbor crystals. The entire procedure is repeated for the  entire detector 
un til we reach the desired precision of a  few parts per thousand.

Because each calibration constant depends on those of the crystals around it, 
we m ust repeat th is procedure several times before we converge on the correct 
constants. Fortunately, since a  large fraction of the energy is deposited in the central 
crystal, the algorithm  converges quickly. We expect the error on the calibration 
constants to  be reduced by a factor of the energy in  the centrsd crystal divided by
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the sum of energy in  the  neighbors, which is roughly a  factor of four a t 10 GeV, on 
each iteration. In practice, three or four iterations are required.

The prim ary advantages of the m ethod is th a t,  for a  complete 5 x 5  m atrix , the  
fluctuations in the  to ta l energy deposited are small and  mean value of the  to ta l 
energy depends only weakly on the im pact position of the electron. T he energy 
distribution has a relatively narrow width and has a predom inately gaussian shape. 
The gaussian shape makes locating the position of the  peak com putationally straight 
forward. The narrow width makes the determ ination of the  position of the  peak 
more accurate, since the statistical uncertainty in the m ean of a  gaussian varies as 
the  w idth of the  gaussian divided by the square root of the num ber of points in  
the  gaussian. The weak dependence on th e  im pact position makes the m ethod less 
sensitive to errors due to a poorly centered beam . The im pact position correction 
can actually be made by finding the im pact position of the  electron from  a center 
of gravity calculation with the signals from the  calorim eter themselves. Therefore, 
we do not need to  accurately know the relative positions of the beam  cham bers and 
the BGO crystals.

There are, however, some difficulties w ith the m ultiple-crystal m ethod. If a 
crystal is near a dead channel or near either end of the half barrel, then we cannot 
sum  over the complete set of neighbors and m ust substitu te  values calculated from 
a M onte Carlo sim ulation of electrons striking the detector. W hile the  sim ulation 
can be m ade relatively accurate, including the dependence on the im pact point of 
the electron, we can only use the average value from the sim ulation and therefore 
cannot correct for shower fluctuations. Additional problems arise when we take into 
account the  digitization of the signal. The signal in the neighboring crystals is of 
much lower energy and is m easured by the  low energy chain. As we will see later, 
the pedestal on the low energy chain of the  ADC has large fluctuations and  was not 
well measured during part of the d a ta  taking. Also the relative gain between the 
high and low energy chains, a  quantity  difficult to  determ ine accurately, m ust be 
well known. Both of these difficulties m ust be overcome in order to  use the detector 
and test its resolution, and they add  complications to  the  calibration procedure.

The single-crystal m ethod uses only signals from the high energy chain when cal­
ibrating a t 10 and 50 GeV. At 2 GeV the signals are from  the  low energy c h u n , but 
are significantly larger than the  pedestal. T hus the effect of the inaccurate pedestal 
subtraction is greatly reduced. However, the energy deposited in  a  single crystal 
varies on the order of a few percent for a  beam spot of a few m illim eters. Ideally, 
one would know the  exact im pact position of the  electron and correct accordingly. 
Due to inaccuracies in the beam  cham bers and the turning table, we do not trust 
the accuracy of the extrapolated absolute position at the BGO. T he cham bers do, 
however, provide accurate inform ation on the relative positions of electron im pacts
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for a  given crystal. O ur algorithm  is designed to  require only the relative positions 
of im pacts. We bin each event according to  its im pact position. After the  events 
for th e  crystal are collected, we find the m ean and RMS energy for each bin and 
then fit a  function describing the energy as a  function of im pact point.

V (x ,y ) =  Vo(l -  /3l(x ~  x o f  +  (y -  yo)*]) (7.5)

This function has four free param eters; the  ADC reading for a  perfectly centered 
electron, Vo, the  x  and y of the center of the crystal, Xo,yo, and a param eter th a t 
describes how quickly the energy falls off with distance from the  center of the crystal, 
/3. T he function has been found to fit M onte Carlo d a ta  and beam  d a ta  very well. 
To find the calibration constant, we fit the same form, w ith V ( x , y )  and kg replaced 
by E { x , y )  and  Eo, to  M onte Carlo d a ta  and ex tract th e  energy deposited by a 
centered electron, Eo. The calibration constant is the energy for a  centered electron 
divided by the fitted ADC reading for a  centered electron, k =  EoJVo.

T he m ethod has no problems w ith dead channels, the edges of the detector, 
or the difficulties w ith the low energy chain. It can also be done in a single pass. 
However, difficulties arise if the beam  is not adequately centered on the crystal: 
if  there  are an  insufficient num ber of events near the center of the crystal the 
procedure will not work. Also, th e  effective w idth of the  peak (though hard  to 
com pare directly, given our technique) is larger th an  the corresponding w idth in 
the  m ultiple crystal case. This, together w ith the fact th a t we ignore events not 
near the center, leads to  greater statistical uncertainty. Fortunately, all crystals 
seem to  have an adequately centered beam. The effective RMS a t 10 GeV is about 
0.2 GeV. To have enough statistics for an accuracy of two parts per thousand we 
need 1 0 0  events. For each crystal we collect about 1200 events, around 500 to 700 
of which are used in the fit. Therefore, we have an adequate d a ta  sample.

7.3 Energy Deposition

Of prim ary im portance to  the  calibration is knowledge of the  to ta l energy de­
posited in each crystal in the shower and the dependence of the energy on the impact 
position of the electron. Most o f the inform ation can, in principle, be found using 
the  test beam  data . The only quantity  not m easured during the calibration is the 
energy th a t leaks out of the BGO. If the energy leakage is known (from M onte Carlo, 
or o ther experim ents) and the crystals are calibrated to  a sufficient accuracy, it is a 
simple procedure to  determ ine the fraction of energy deposited in  each crystal and 
how the  energy deposition varies w ith im pact position. However, if we use beam 
data , the accuracy of the result is dependent on our knowledge of the  conditions 
under which th e  d a ta  were taken. In particular, we are sensitive to  tem perature
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gradients and uncertainties in the light collection efficiency of the  reference crystals. 
We therefore chose to  rely on a M onte Carlo simulation. The M onte Carlo results 
described below were produced using the GEANT program  w ritten a t CERN[57]. 
The production program  and the simulation of the  geometry of the BGO detector 
were w ritten by M. Maire, of LAPP Annecy[58].

The BGO calorimeter is cylindrical on both the inside and  the outside. This 
fact, together w ith the requirements th a t each crystal point a t the interaction point 
and there should be the minimum possible dead space between the crystals, leads 
to  the conclusion th a t the crystals can not all have the same shape. The shape of 
the crystals m ust vary with 0. A cross-sectional view of the crystals in shown in 
Fig. 7.3. The variation in  the cross-sectional area of the crystals a t a given distance 
from the front face is on the order of a  few percent.

Figure 7.4 shows the energy deposited in a  single crystal for 10 GeV electrons 
incident at the center of the crystal over the range of 0. The energy deposited 
shows variations on the  order of one percent. This variation is well explained by 
the changing size of the crystals. Since the crystals have nearly the same shape 
(w ith one exception discussed below) the change in energy deposited should scale 
w ith the cross sectioned area of the crystal. The superposed curve in Fig. 7.4 is the 
cross-sectioned area of the crystals at the position of the shower maxim um  a t 10 
GeV scaled and shifted to  m atch the da ta  a t # = 1 0  and 22. The fit is quite good, 
so we can generate events a t only two positions in  9 and calculate the energies for 
the  other crystals. However, a  difficult arises w ith 0 = 1  because crystals a t 0 have 
a significantly different shape from the others. We can not determ ine the energy 
deposited by scaling according the cross-sectional area of the crystal and m ust, 
therefore, also generate events for 9 = 1 .  The energy deposited in a  3 x 3  crystal 
m atrix  is far less sensitive to  variations in crystals size. The energy in the sum of 
nine crystals shows less than  0 .1% variation over the complete range of 0.

In addition to varying with the crystal shape, the energy deposited in a crystal 
also depends on the position of the  electron’s impact relative to  the crystal. Fig­
ure 7.5 shows the energy in  a single crystal and in a 3 x 3  m atrix  of crystals, from a  
M onte Carlo sim ulation, as a function of the square of the distance from the center 
of the crystal to  the  im pact point of a 10 GeV electron. The curves are normalized 
so the energy for a  centered electron is unity. The error bars are the statistical 
uncertainty, on a sample of 2000 events, for each p o in t. The d a ta  shown are for a  
crystal at # =  13. The fitted curves are of the form E jE o  =  (1 — where d is 
the distance from the center of the central crystal to the im pact point. The fit is 
extremely good. The %^/DoF is 0.6 for the central crystal and 0.5 for the  sum of 
nine crystals.

Up to now we have only considered the to tal energy deposited in the crystals.
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Figure 7.5: Energy deposited versus im pact position

However, the am ount of light collected in the photodiode per unit energy deposited 
varies as a function of where the energy is deposited within the crystal. The longi­
tudinal profile of the  electromagnetic shower is a  function of energy of the incident 
electron. The position of m axim um  energy deposition varies logarithmically with 
the incident energy. Since the crystals do not have uniform light collection, we m ust 
take into account the changing shape of the shower profile when we apply calibration 
constants taken at one energy to different energies. In addition, the shape of the 
shower w ithin a crystal varies w ith the position of the  crystal relative to  the center 
of the shower. The shower has an overall conical shape, so the shower maximum 
is closer to the  rear of crystals farther from the center of the  shower. The shower 
profile for a  crystal is a  function of the electron im pact position and the position of 
the crystal within the m atrix , i.e. whether it  is the  central, side, or corner crystal 
in a  3 x 3  m atrix.

Due to  differences in the treatm ent of the surface of the crystals, the light collec­
tion curve varies from  crystal to  crystal. The to ta l light ou tp u t from  a crystal is the 
convolution of the electromagnetic shower profile w ith the light collection curve for 
th a t crystal. Since the calorim eter is not segmented longitudinally, neither quantity  
can be determ ined directly from the calibration data, so we m ust tu rn  to  other 
sources. Since there are no adequate experim ental d a ta  on the longitudinal devel-
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Figure 7.6: Light collection uniformities as measured by the  cosmic ray bench

opm ent of the  electromagnetic showers in BGO, we rely on M onte Carlo sim ulation 
to determ ine the shower profiles.

For the light collection curves, we use a  set of da ta  obtained by M. Chem arin, of 
Lyon, w ith a  ‘cosmic ray bench’[59]. The cosmic ray bench consists of a  set of wire 
chambers and several scintillators for triggering. The crystals are placed between 
the wire cham bers and connected to  an ADC system  to read the light ou tpu t from 
each crystal. T he crystals have their final photodiodes attached, b u t the ADC 
system is not the one used in the final readout system. Each tim e the scintillators 
indicate the passage of a cosmic ray m uon through the setup, the  track  of the  m uon 
is m easured simultaneously w ith the light ou tpu t from the  EC O  crystals. The track 
length of the m uon inside the struck crystal and the position of incidence along the 
crystal are calculated. The energy deposited is proportional to  th is  length. The 
da ta  were the analysed to find the light ou tpu t per unit energy deposited as a 
function of longitudinal position along the crystal.

The light output curves have been param eterized in  two different ways. The 
simpler param eterization assumes th a t the light ou tput varies linearly w ith posi­
tion. A linear variation is expected from the tapered shape of the  crystals and  is 
a  fairly good approxim ation to  most of the measured light yield curves. Since the 
norm alization of the  curve is absorbed in the calibration constant, a  single param -
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eter suffices to describe the light collection efficiency. For historical reasons, the 
param eter used is the fractional change in light output between the two ends of 
the crystal, R  =  [a(0) — s(L)]/a{L), where a(x) is the relative light output at a 
distance x from the front face of the crystal and L  is the length of the  crystals. The 
param eter, R, is referred to as the light yield uniformity of the crystal. A plot of 
the uniformities for all of the crystals of the second half barrel, as measured by the 
cosmic bench, is shown in Fig. 7.6. The second parameterization is a third order 
polynomial fit to  the light output per unit energy versus position. This reproduces 
some of the nonlinear features of the uniformity curves of some of the crystals.

Figure 7.7 shows electromagnetic shower profiles in the central crystals and one 
side crystal of a 3x3  m atrix for centered electrons, (solid lines), and electrons offset 
by 4 mm in 6 and ÿ, (dotted lines). The two shower profiles for the central crystal 
are almost identical; one can see the dotted line for the shifted im pact point only 
near the peak. For the side crystal, there is a larger, but still quite small, shift. 
However, there is a  significant shift in the shower profile between the central and the 
side crystals. Since the change in shower profile due to the shifted im pact position 
is significantly smaller than the change as we move from crystal to  crystal in the 
m atrix, we chose to  examine the effect of the light yield nonuniformity only as a 
function of position in the m atrix and neglect any effect due to shifts in  the impact 
position.

We have calculated the relative light output per unit energy deposited for the 
central, side, and corner crystals of a 3x3  m atrix, for a  range of linear light uni­
formity curves. The result is shown in Fig. 7.8. The shifts are on the order of a 
few percent. The effect of the shift on the sum of nine crystals is weighted by the 
relative fraction of energy deposited in the central and the surrounding crystals. 
Roughly 20% of the energy is deposited in the surrounding crystals, therefore a 
shift of (in the worst case) 5% produces a shift of 1% in the mean of the sum of 
nine crystals.

To calculate the energy in 3x3 matrices for the calibration, we have chosen to 
apply a correction, based on the light yield uniformity of each crystal, to  the energy 
deposited in the  side and corner crystals. We have adopted the calibration data  at 
10 GeV as the reference. The correction is defined to  be unity for the central crystal 
at 10 GeV, since each crystal is the central crystal while it is being calibrated. The 
correction is calculated assuming a linear light yield uniformity curve using the 
average shower profile in each crystal in a 3x3  m atrix centered a t 3 =  13. The 
correction, cj„, is given by
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d9 dij) 2 GeV 10 GeV 50 GeV
-1 -1 0.5888 0.4999 0.4265
-1 0 0.6360 0.5448 0.4670
-1 1 0.5829 0.5034 0.4273
0 -1 0.6252 0.5307 0.4566
0 0 0.8080 0.7061 0.6153
0 1 0.6174 0.5305 0.4533
1 -1 0.5598 0.4819 0.4073
1 0 0.6136 0.5210 0.4431
1 1 0.5607 0.4787 0.4036

Table 7.1: Light yield correction coefficients, (

where E '  is the  corrected energy, E  is the uncorrected energy, Em  is the incident 
energy, d6 and are the  position of the crystal relative to  the  center of the  m atrix , 
and  R  is the light yield uniformity of the crystal, defined above. T he output of the 
M onte Carlo sim ulation is sum m arized in coefficients ( .  Values for (  are given in 
Table 7.1. The norm alization 1 +  R^{d0 = 0,d<f> = 0 ,E m  =  10 GeV) makes the 
correction unity  for the  central crystal a t 10 GeV. A separate correction is required 
to  com pensate for energy leakage. This treatm en t neglects the change in shower 
profile due to  shifts in the  im pact point of the  electron and changes in  crystal shape 
as a  function of $. We have found the correction to  be sufficiently accurate, given 
th e  accuracy required for the  calibration and the  uncertainty in  the  m easured light 
yield uniformities.

For reconstruction of events a t LEP it will be necessary to generate M onte Carlo 
events at a  greater range of energies. To cover a continuum  of energies, we have 
found th a t interpolation of the  values of (  between logarithm s of energies is effective. 
One would expect a  logarithm ic dependence because the  depth  of the shower profile 
scales w ith In E .

7.4 The Mechanics of Calibration

Each crystal is calibrated individually. The tedious tasks of positioning the 
detector, ensuring th a t an adequate d a ta  sample is taken for each crystal, and 
m onitoring the beam  conditions are accomplished by program s running on the test 
beam  com puter. The high degree of autom ation speeds the calibration and  makes 
it  less prone to  hum an error. The program  in control of the  flow of the  calibration
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is MOCA, w ritten by E . Longo of Rome. M OCA’s prim ary task is to  position a 
crystal a t the center of the beam , wait until a  specified num ber of events have been 
collected for th a t crystal, and then move to the next crystal. I t is unlikely th a t the 
calibration could have been completed in the  allotted tim e were hum an intervention 
necessary to  move from crystal to  crystal.

To perm it each crystal to  be moved to  the  center of the beam , the detector is 
m ounted on a moving table, which was constructed a t the  University of Geneva. 
The table can ro tate  the detector in  th e ta  and phi, and move it  in x. Motion on 
these three axes is sufficient to  position each crystal a t the center of the  beam  with 
the long axis of the crystal aligned w ith the beam. A drawing of the table is shown 
in Fig. 7.9. Aside from the impressive mechanical achievement of moving the eight 
tons of detector, its significant param eters for the purposes of calibration are how 
accurately it  can position each crystal relative to  the beam  line.

The readout for the  three coordinates has a  precision of 1 milli degree which 
corresponds to a  precision of 10 microns in crystal positions. The table control pro­
gram  accepts ein error of up to  1 0  millidegrees in  any coordinate when positioning 
the table to  allow for the difficulty of moving the eight tons of detector. The perfor­
mance of the table was investigated by comparing the im pact point calculated from 
the beam  chambers (to  be discussed in the next section) and the table coordinates 
to the im pact point from the center of gravity of energy deposited in a  5 x 5 crystal 
matrix[51]. By comparing the results for a  given crystal calibrated twice at one 
energy, we eliminate errors due to  deformations within the barrel and in the  survey 
of the table and the beam chambers. The root mean square change in the mean 
deviation between the center of gravity and m echanical positions was 0.16 m m  in 
both  th e ta  and phi of the front face of the crystals. Therefore, the  tab le  positions 
are repeatable to  th a t accuracy.

7.5 The Beam Line

The electron beam is a tertiary  beam[52]. The prim ary protons are accelerated 
to  450 GeV/c by the CERN Super Proton Synchrotron (BPS). A slow extraction, 
2.4 seconds of beam  at 14.4 second intervals, of the  protons onto  a prim ary target, 
one interaction length (40cm) of beryllium, produces the secondary H3 beam . The 
H3 beam  shares its target with the HI beam  line, so the  selection of target is not 
under our control. We use the H3 beam  in a negative 135 GeV/c m ode. The H3 
beam  is steered onto a secondary target, 750 meters dow nstream  from the  prim ary 
target, to  produce the tertiary  X3 beam. By the tim e the  beam  reaches the X3 
target, it is predominately pions but has a significant electron com ponent from in 
flight decays.
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Below 20 GeV, the tertiary  electron beam  is produced via a one interaction 
length  thick beryllium target. Electrons in th e  desired energy range are obtained 
via three physical processes; degradation of the energy of electrons already present 
in  the beam , conversion of brem sstrahlung photons, and  conversion of pions (via a 
few interm ediate steps). Most of the electrons a t higher energies (upw ards of 8 GeV) 
are degraded electrons from the  prim ary target. Below a  few GeV, the dom inant 
process is conversion of negative pions to  photons. Negative pions csm interact 
hadronically to produce neutral pions, some of which decay to  photons while still in 
the  target. The photons can then  convert to  produce electrons. The production of 
electrons from brem sstrahlung photons is a  lower rate  process. At 10 GeV, the beam  
has a  few percent contam ination of negative pions which have degraded in energy 
or been produced in  the target. At 2 GeV, the pion contam ination is negligible.

A t 20 GeV and above, a  one radiation length (5 mm) thick lead target is used. 
The te rtia ry  beam is obtained by degrading the  energy of electrons from the sec­
ondary beam . Lead is chosen to  maximize the ratio  of the coulomb cross section to 
the  hadronic cross section in order to  minimize the pion background.

The beam  line after the  X3 target is shown in Fig. 7.10. The secondary beam 
strikes the  X3 target and is converted into the  tertiary  beam . The beam  is refocussed 
by the two focussing quadrapoles, Q1 and Q2. The electrons are m om entum  selected 
using the  pair of collimators and the dipole m agnet B l. T he selected beam  has a 
A p / p  of 1%. The six wire chambers, D W C l-6 , together w ith the dipole m agnet, 
B2, form a highly accurate m agnetic spectrom eter capable of measuring m om entum  
to 0.3% for 10 GeVelectrons, which will be discussed below. The selected beam  is 
refocussed onto the  BGO calorim eter by the quadrapole m agnets, Q3 and Q4. Two 
helium  filled cerenkov counters, C l and C2, are used for particle identification. 
T he cerenkov counters are useful in distinguishing electrons from pions at energies 
less th a n  20 GeV . They are too short (C l is 8  m eters and C 2  is 5 m eters) to  be 
effective a t higher energies. Fortunately, the  beam has very few negative pions below 
4 GeV, so a t low energies m om entum  selection via B l very effectively eliminates 
the pion contam ination. Therefore, the cerenkov counters are not necessary and are 
evacuated in  order to  reduce m ultiple scattering.

The scintillators, S I, S2, SB, SH, and the A ’s, are used for triggering[53]. The 
main trigger is the  coincidence of the two 5 cm x 5 cm counters, S1*S2. Scintillator 
SI is upstream  of the magnet B2, and S2 is dow nstream  of the  m agnet and the 
cerenkov counters, therefore a particle which strikes both  scintillators m ust have 
passed through the entire beamline. To veto halo particles, there  are four scintil­
la to rs used in  anti-coincidence, AL, AR, AT, and AB, surrounding S2. To define 
the  narrow  beam  used for calibration, there is a one 1 cm x 1 cm scintillator, SB. 
I t  is m ounted, with DW C6 , as close to  the calorimeter as possible. Also for use in
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Figure 7.10: The X3 Beam Line

the calibration, there is a 16 cm x 16 cm scintillator, SH, m ounted near S5. This 
counter is used to eliminate double electron events. It acts as a  veto if h it before 
the main trigger and is used offline to  flag events in which a  second electron arrived 
after the main trigger bu t before the BGO electronics had stopped integrating the 
signal. SH is large enough th a t no particle can miss it and  still shower into the 
region being calibrated.

The trigger used for 50 GeV and 10 GeV running is coincidence in S I, S2, S5, 
C l, and 0 2  together w ith an ti coincidence in  any of AL, AR, AT, or AB. For 2  GeV 
running the cerenkov counters are evacuated and are not required in  trigger. Typical 
beam  conditions for each of the three energies are given in Table 7.2. The trigger 
ra te  is never more than  half the selected beam  ra te  because the  synchronous nature 
of the calorimeter ADC electronics imposes a  fifty percent duty  cycle. The loss of 
events a t higher beam  rates is due to  approxim ately 5 ms of dead tim e required to 
read out th e  test beam  instrum entation. The BGO readout system  is fully buffer 
and never required more than  1 ms of dead tim e for an  event.

The magnet B2 and the wire chambers D W C l-6  are used to measure m om entum. 
The wire cham bers are a  standard  CERN item}54]. The wires are readout via an 
analog delay line, which converts the position inform ation from  the  cham ber to 
more easily handled timing information. The chambers have a  resolution of about 
one millimeter. The chambers have been placed to  maximize the lever arm  for the 
m om entum  m easurem ent, w ithin the confines of the test beam . To focus the beam  
there are tw o downstream  quadrapoles. Because of the  lim ited space in  the test 
beam , the quadrupoles are within the spectrom eter. This increases the uncertainty 
in the m om entum  calculation. The three dow nstream  cham bers are also used to
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Energy 2  GeV 10 GeV 20 GeV 50 GeV
Target Be Be P b Pb
Hits per burst
S2 16804 9240 16589 11132
S1*S2 4273 2077 2408 2283
C l - 3041 6031 3930
C2 - 6811 15198 16442
Selected beam 468 966 1235 1316
Triggers 209 370 379 367
Geometric vetoes
A veto 1 .8 % 1 .0 % 2 .8 % 2.7%
SH veto 0 .0 % 0 .0 % 0 .0 % 0 .0 %
S1+S2*S5/S1*S2 1 1 .1 % 49.8% 52.8% 60.1%
Particle id
C l pressure 0.04 bar 1 .0 0  bar 1 .0 2  bar 0.99 bar
C l efficiency - 0.98 1 .0 0 0.99
C2 pressure 0.04 bar 1.29 bar 1.30 bar 1.28 bar
C2 efficiency - 0.99 0.99 1 .0 0
Electrons 2510 1909 2302 2175
Pions - 93 20 13

Table 7.2: Typical beam  conditions
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find the im pact position (in x) at the BGO. There are two additional chambers 
downstream  used to find the im pact point in y.

It is crucial for the m om entum  m easurement and the reconstruction of the im ­
pact point at the BGO th a t the wire chambers give accurate position data . There 
are two components necessary for this. The knowledge of the position of the cham ber 
relative to  the  other elements of the heamline and to  the BGO, and  the knowledge 
of the tim e to  position conversion for each chamber.

The delay wire cham bers produce two signals when a  particle passes through 
them . The signals are essentially the time it takes the pulse generated by the particle 
to pass to  the two opposite ends of the delay line. The position is determ ined by 
taking the difference of the two times. The sum of the times is used as a check 
on the quality of the h it. The tim e to position conversion is found by putting  a 
pulse on selected wires in the  DWG. A linear relationship is assumed. There are 
calibration inputs on the central wire and on wires a t ±30 mm. The cham bers 
were recalibrated several times. We have chosen to  use the  calibration done by 
D. Boutigny and  Y. Karyotakis in November 1987. In these cham bers, the delay 
tim e depends on the pulse height and shape. Because the pulse height for particles 
is not m easured during running we cannot correct for this effect. To study th is, the 
calibration has been done with a range of pulse heights. I t has been estim ated tha t 
variations in the pulse height contribute a  system atic error of the 0.5 m m  to  the 
cham ber resolution[55].

The wire cham bers have been surveyed several times. We choose to  use the 
survey done on M arch 1988. The path  of an electron on either side of m agnet B2 
should be a straight line. There are three chambers on either side of the m agnet, 
so we can check the alignment of the chambers by comparing the position of the 
hit in the  center cham ber, DWC2 or DWC5, to  the position in  the  central cham ber 
extrapolated  from  a linear fit to  the positions in the o ther two cham bers. We refer 
to the difference between the actual hit and the fitted position as the residuals. Plot 
of the residuals for the  two sets of three chambers, for the  calibration runs during 
the summer of 1988, are shown in Fig. 7.11. The plots are the diflference between 
the particle position a t cham ber 2 (5) and the fitted position from cham bers 1 and 
3 (4 and 6 ). There are several obvious abrupt shifts in the cham ber alignm ent. At 
each point there is a shift, we examine plots of the mean position at each cham ber 
in order to  determ ine which cham ber moved. A table of the cham ber realignm ents 
is given in Table 7.3. It is, unfortunately, not possible to  check the alignm ent of the 
Y cham bers, because there are only two of them.

Exam ination of th e  difference between the im pact position calculated from  the 
energy deposited in the  BGO crystals and im pact position calculated from the beam  
cham bers and  the tab le  coordinates checks the performance of the entire geometrical
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Shift (mm)
Run DW Cl DWC2 DWC3 DWC4 DWC5 DWC6
6576 -0 .8 -0.3
6680 -0.4 0 .0 -0 .6
7017 0 .0

7192 0 .0 +1.7 +1.3
7634 -0 .6

Table 7.3: Chamber realignments

system, the beam chambers, the table, and the survey of their relative positions. 
The single crystal calibration method is particularly sensitive to  the position of 
each individual crystal. As discussed in Section 7.2, the algorithm determines the 
impact position where the electron deposits the maximum energy, i.e. the center of 
the crystal. Figures 7.12 and 7.13 show the x and y  coordinates of the centers of 
the crystals as functions of ff and The variations in x  and y as a function of ÿ 
arises because the structure housing the crystals is not exactly concentric with the 
outer mechanical structure; there is an offset of about one millimeter. The origin 
of the bimodal structure in y as a function of Û is unknown. The shift in x  a t low 
Û is most likely due to  a shift in the entrance angle of the beam. For the analysis, 
corrections have been applied for x  and y as functions of ij> and for z as a function 
of 6. The remaining position errors are on the order of 1 mm, which is consistent 
with the error we expect extrapolating the position from the wrire chambers.

In addition to  the momentum measuring m agnet, B2, there are two focussing 
quadrupoles between the two sets of chambers. This complicates the momentum 
calculation. To handle the complications from the quadrupoles in a  computational 
efficient way, we use a transfer m atrix formalism to reconstruct the trajectories 
of particles passing through the beamline[56j. In this technique, the path  of each 
particle is calculated relative to  the path  of a hypothetical reference particle. This 
reference particle deRnes the zero of position in each chamber and has a momentum 
referred to as the ‘central’ momentum of the beamline. In calculating the momen­
tum , we consider motion only in the bending plane of the dipole m agnet. The 
trajectory of a  particle can be specified by a three component vector, (dz, dO, dp), 
describing the deviation in position, angle, and momentum, from the reference tra ­
jectory. The motion of the particle through a  beamline element, such as a dipole 
m agnet, a quadrupole magnet, or a few meters of air, can be described by a 3x3 
m atrix acting on the coordinate vector. To first order in the deviations from the
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reference trajectory, m otion through the entire beamline can be reduced to  a single 
m atrix  which is the product of the m atrices for each elem ent in the  beamline. We 
use transport m atrices calculated from  the  measured param eters of the  X3 beam- 
line by Y. K aryotakis. The coordinates, {dx,dO,dp), a t one set of cham bers can 
be calculated from the coordinates at the o ther set of cham bers via the  transport 
m atrix. Therefore, we can determ ine the m om entum  if a t least three of the six 
coordinates are known. In practice, we require a  position m easurem ent in both  sets 
of cham bers and  an  angle m easurem ent in a t least one set of chambers.

T he m om entum  dispersion of the  beam  is very small, less th an  one percent. 
Therefore a  first order calculation for the  m om entum  should be sufficient. As a 
check a  second order calculation has been performed. A com parison of the first 
and second order m om enta shows th a t the inclusion of second order term s does not 
significantly alter the result.

The m om entum  can be calculated from hits in three cham bers w ith at least one 
hit in both  the upstream  and the dow nstream  sets. We have chosen to  use only 
tracks which have a t least two h its downstream  and a h it in  either X2 or X3. To 
reconstruct the im pact point at the crystal, two h its  dow nstream  are required, so 
we lose no events by making the same requirem ent for the m om entum  calculation. 
The downstream  track is reconstructed by fitting a  line to  aU the downstream  hits. 
U pstream , if there is a hit in  X2 , then  the fitted position a t X2 is used, otherwise 
the  position a t X3 is used.

To find the actual m om entum  of a  particle, we m ust know the  central m om entum  
of the beamline. The central m om entum  used in the calculation of the transport 
m atrices was the nom inal beam  m om entum , i.e. 2, 10, 20, or 50 GeV, as calculated 
by the SPS beamline computers. A correction to  this value is necessary because the 
field strength  for the dipole m agnet used in the calculations is not entirely accurate. 
The field of the magnet B2 was accurately m easured by D. Luckey and G. G ra tta  in 
December 1986. However, their measurem ents carry a  caveat because the equipm ent 
was reliable only for fields u p  to  th a t used for 20 GeV electrons. T he value for 
50 GeV is an extrapolation of m easurem ents for lower energies and is therefore 
suspect. In  addition, there are small fluctuations in  the m agnet current and the 
magnetic field on tim e scales of several hours. The field strength  is continuously 
m onitored via a hall probe, which can be used to  correct for these fluctuations. To 
determ ine th e  m om entum , we use the  central m om entum  assum ed in the calculation 
of the transport m atrices, and correct for the  difference between the assum ed central 
m om entum  and the actual cen tr2d m om entum  com puted from the measured values 
of the  m agnetic field. The corrections to  the  field strength  are on the  order of a  
few percent. We can therefore m ade a simple linear correction, and neglect higher 
order terms.
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7.6 Temperature

A BGO crystal in  our detector is approxim ately 24 cm long, 2 c m x 2  cm on one 
end, and 3 cmxS  cm on the o ther end. The crystals are housed in  a carbon fiber 
structure, which surrounds each crystal on five of its six faces. T he tem perature 
near the BGO is measured at bo th  the inner and outer edges of the crystal by two 
types of sensors. At the  outer edge, the  sensors are glued directly to  the BGO. At 
the  inner edge the sensors are glued to  the exposed face of the  carbon fiber structure. 
One type of sensors (AD590’s) is readout via the norm al BGO readout system. A 
tem perature m easurement was made after every 1 0 0 0  events during the calibration, 
i.e. on the order of once a  m inute during normal d a ta  taking. These readings are 
recorded on magnetic tape w ith the normal data . They are the  set of readings tha t 
we use to  determine the tem perature on an event by event basis for the calibration. 
The o ther type of sensors (PtlOOO’s) is read out by a dedicated system constructed 
a t the University of Lausanne. These sensors are used to  m onitor the  AD-590's.

T he light ou tput of the BGO changes by -1.55% per ®C of tem perature change. 
To calibrate to  an accuracy of a few parts per thousand, we m ust measure the 
tem perature with an accuracy of a few tenths of a  degree. To achieve this level of 
accuracy, the  final tem perature calibration is done after the  sensors are m ounted 
on the detector in order to  take into account self-heating of the sensors. We use 
two sets of tem perature sensor calibration files (one for each half barrel) generated 
by L. Vuilleumier and T . Boehringer of the University of Lausanne. Since the 
light ou tpu t of BGO varies linearly with the tem perature, we are in a situation 
where ‘consistency is more im portant th an  the tru th ’. '  It is extrem ely im portant 
th a t we have a  m ethod for calculating the tem perature th a t gives results which are 
consistent across the calibration and running at LEP. However, the accuracy with 
which we know the tem perature of the crystals on an absolute scale is irrelevant.

Once we have the tem perature &om each sensor, we m ust then reconstruct the 
tem perature inside the crystals. The main factors determ ining the heat flow in the 
detector are the therm al properties of BGO and carbon fiber composite m aterial. 
Therm al conduction in  BGO is quite slow, while in carbon fiber it is relatively 
fast. The rate  a t which a  localized pulse of heat diffuses in to  a m aterial is given 
by — 2Dt,  where is the mean square extent of the pulse, D  is the therm al 
diffusibility of the  m aterial, and t is time. For BGO the therm al diffusibility is 
34 cm */hour. Were the detector solid BGO, it would take about two hours for 
heat from external sources to  propagate to  the  middle of the crystals. The therm al 
diffusibility for carbon fiber is 1300 cm '/h o u r. So, if there were no BGO, a  heat 
pulse would require only three minutes to  reach the m idpoint of the structure. The

* A favorite phrase of P. Piroué
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difference in  conductivities makes constructing a  good model of heat flow in the 
detector ra th e r difficult.

We have taken a special set of d a ta  to  aid in  the understanding the  therm al 
properties of the  detector. The BGO is normally a t 18”C. For the last few days 
of running at the  test beam , the  tem perature  was raised to 23°C. A plot of the 
average tem perature on the inner and  outer sensors is shown in Fig. 7.14. At the  
tim e m arked t =  0  on the plots, th e  controls for the  tem perature of the  fluid in the 
cooling system  and on the air conditioner th a t regulates the am bient tem perature 
were both  increased by 5°C. The inner sensors measure the tem perature on the 
carbon fiber structure. There is a  jum p in tem perature  on the  inner sensors on a 
tim e scale of a  fraction of an hour im m ediately after t =  0. This corresponds to  
warm ing of the inner surface of the carbon fiber structure. T he inner sensors remain 
a t a higher tem perature  th an  the ou ter sensors, which are a ttached  to  the  BGO, 
until equilibrium  is reached, after abou t one day. The tim e scale for the  heating of 
the entire detector is determ ined m ainly by the heat capacity of the  BGO.

We conclude th a t the tem perature  in  the BGO changes ra th e r slowly. Readings 
on the order of once an hour should be sufficient to  adequately reconstruct the 
tem perature. For the  tem perature  analysis we use the tem peratures from each 
sensor for the first tem perature reading of each run. This gives readings on the 
order of once per hour during norm al electron calibration d a ta  taking.

T he sophistication required in th e  tem peratu re  calculation is proportional to  the  
m agnitude of the tem perature  gradients. If the tem peratu re  is essentially uniform, 
any simple algorithm  will suffice. If there are sizable gradients and tim e variations, 
we will have to  apply heat flow equations to get good results. If there are large 
gradients, the task is impossible because of the  lim ited num ber of tem perature 
sensors. A typical tem peratu re  profile for the  second half barrel is shown in Fig. 7.15. 
T he tem perature  is uniform to w ithin a few tenths of a  degree both  spatially over 
the region being calibrated and tem porally over a few hours. However, there are 
appreciable tem perature  gradients along the  detector in  9. This forces us to take 
account of the  geometry of the detector in calculating th e  tem peratures.

T he light ou tpu t o f a crystal is determ ined by the  average tem peratu re  inside 
the crystal. Small gradients a t the  surface of crystals have little  effect on the light 
ou tpu t because the tem perature inside the crystals is an average of the  tem perature 
profile a t their surface. The averaging washes out the  gradients. We have found 
th a t, except for crystals near the  edges of the  detector, a direct average over the 
sensor readings gives the  same result as an average calculated from a  complicated 
fit to  the surface tem peratu re  profile. There are no tem perature  sensors on the 
exposed faces of the  crystals a t th e  edges of the  detector a t # =  1 and  24, so we 
cannot perform  an average over the  tem perature profile on those surfaces. This
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has lead us to trea t the tem perature profile as a function o f 6 differently from the 
tem perature profile as a  function of <f>.

We calculate the  tem perature using a fit to  the tem perature versus 0 and an 
average of the tem perature over (j) and time. To determ ine the tem perature of a 
particu lar crystal a t a given time, we divide the detector in to  slices of
constant 0 and take a weighted average over </> and tim e for each slice. A sensor’s 
weight is inversely proportional to  the square of the  distance from the sensor to  the 
center of the slice. The interval between the time of the reading and  to is added 
in  quadrature to  the distance, using a time to  distance conversion of 8  cm /hour. 
This is approxim ately the speed at which a  heat pulse diffuses in  pure BGO. Only 
sensors in  a  17x17 crystal m atrix centered on {0o,<f>o) and  readings m ade before 
to+ 1 hour are used. The tem perature of the crystal is extracted  from a linear fit 
to  tem perature versus 9 performed on the 0 slice averages.

As discussed in section 7.1, we define the average tem perature of a  crystal, T , 
as the tem perature a t the shower maximum. The center of slice used to  calculate 
the weights for the averages is a  point a few centim eters, 6  cm for 10 GeV, from 
the front face of the crystal at ^  in the slice. The tem perature correction is 
defined to be zero a t 18°, the nominal operating tem perature  of the BGO crystals 
when installed in L3. The ADC readings are corrected according to  the  equation 
V  = V[1 +  0.0155(T — 18)]. The light ou tpu t of BGO decreases w ith increasing 
tem perature.

To study the accuracy of our tem perature correction we have com pared calibra­
tion constants produced with 10 GeV da ta  for the same set o f  crystals in the  second 
half barrel during June and August of 1988. The two sets of d a ta  make a  good test 
of the tem perature correction because the average tem perature changed from 17°C 
in  June to  19°C in August. The percentage change in  the  calibrations constants is 
shown in Fig. 7.16. An upper bound on the error in  the  tem pera tu re  correction, 
from  the  w idth of the superimposed gaussian fit, is 0.35%. This w idth also includes 
the inaccuracy in  the calibration procedure. It is particularly  heartening th a t there 
is no system atic shift in  the mean of the  calibration constants. The m ean of the 
gaussian is 0.08%, which is below the expected resolution of the detector.

7.7 Pedestals

The BGO electronics is a  synchronous system, designed for the synchronous 
environment at LEP. At the test beam , the arrival times of particles are not known 
in advance, so the electronics cannot be operated in  a  synchronous mode. The 
electronics m ust be able to  accept triggers during a  relatively wide gate. This 
compromises some of the feature of the ADC system and causes a  few difficulties.
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the most im portant of which concerns the pedestal of the ADC reading.
A rough sketch of the electronics up to the ADC is shown in Fig. 7.17. The 

charge from the photodiode on the BGO is collected by the preamp, sent through 
the front-end of the ADC, and fed into the integrator. The integrator and the 
sam ple/hold were designed to  operate with the synchronous beam  timing of LEP. 
Since the arrival times of particles are known in advance, the entire timing cycle is 
fixed. The to tal integration tim e is always 5.5 /isec and the integration time after 
the particle arrives is always 5.0 fisec.

However, when running a t the test beam  the arrival tim es of particles are not 
known in advance. The timing cycle must be adjusted for the arrival time of each 
individual particle. A diagram of the ADC tim ing a t the test beam  is shown in 
Fig. 7.18. The integration time after the particle arrives m ust be kept fixed at 
5.0 psec because the fraction of the signal integrated depends on the length of the 
integration after the particle arrives. The pulse being integrated has a time constant 
of the about one microsecond, so roughly 99% of signal is integrated within 5.0 psec. 
We can time the arrival of the particle and adjust the  integration time to  an accuracy 
of a  few lO’s of nanoseconds. This level of precision keeps the variation in the signal, 
due to  fluctuations in the integration time, well below 0 .1%.

Since the trigger can occur anywhere in the trigger gate, the  length of time from
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when the  in tegration  begins to  when sam ple/hold switches to  hold varies, (we will 
refer to  this tim e as the pedestal integration tim e). The value of the  pedestal varies 
as a function of the  pedestal in tegration  tim e. A plots of pedestal value in ADC 
counts versus pedestal integration tim e are shown in Fig. 7.19. The w idth of the 
pedestal at a  fixed point in tim e is a  measure of the noise of the  system . The typical 
noise is of the order to  20 ADC channels, though it varies from  8  to  40 channels. 
The larger effect is the  variation w ith integration time.

The pedestal is m easured during runs taken ju s t before each beam  d a ta  run. 
Pedestal runs are taken  at least once every few hours. Pedestal triggers are gen­
erated by a  ‘stepping delay box’. This box generates triggers a t 150 ns intervals 
across the range of allowed trigger tim es, producing 46 d a ta  points in  the  allowed 
7 fisec gate. We could use these points directly as the value of the  pedestal in each 
tim e bin, (perhaps w ith linear interpolation between bins). This would provide an 
accurate representation of the  pedestal shape. However, pedestal runs are only 2000 
events, so each bin has about 45 events. The pedestal sub traction  would then be 
lim ited by statistics.

A fit to  th e  data , using some appropriately chosen functional form  wWch can 
reproduce the  pedestal shape, is not lim ited by statistics. It is less susceptible 
to fluctuations in  the  readings for individual bins. I t also has the advantage th a t
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the end result is more compact and somewhat easier to use. We chose to use a 
polynomial fit. The root mean square deviation from the fit for various orders of 
polynomials are shown in Fig. 7.20. The units in the plot are ADC counts on the 
first comparator. Adding terms beyond third or fourth order do not significantly 
improve the fits. For the calibration, we use a th ird  order polynomial fit.

W hen summing over groups of crystals, the correlation of the errors in pedestal 
subtraction are im portant. We have calculated the correlation factor, R, from sums 
of 9 and 25 crystals. The correlation factor is 0.89 it  0.09 for the sum of 9 crystals, 
and 0.87 ±  0.09 for the sum of 25 crystals. The correlation is very high because the 
pedestal shape is very similar for ADC channels powered by the same power supply. 
Since the pedestal shapes are similar, the  polynomial fits will also be similar, and 
therefore the deviations of the fits from the pedestals will be correlated. The root 
mean square width of the sum of the pedestals of 9 and 25 crystals is shown in 
Fig. 7.21. The units in the plots are ADC counts. A rough conversion to energy 
units is 10 ADC counts =  1 MeV.

The average width of a sum of 25 crystals is 80 MeV and in some cases is as high 
as 130 MeV. For all crystals the sum of 9 has a width of less than  40 MeV. The 
width of the sum of 25 would limit the resolution to about five percent at 2 GeV 
and about one percent at 10 GeV. The contribution to  the resolution of the sum of
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Figure 7.21: RMS width of sum  of pedestals of 9 and 25 crystals

less than  2% a t 2 GeV and a  few ten ths of a  percent a t 10 GeV. We have chosen to  
use the sum  of 9 for calculating the resolution a t all energies.

7.8 Electronic Gains

As discussed previously, the ADC on the level-1 cards consists of a  DAG, together 
with a  chain of amplifiers and com parators, as shown in Fig. 7.22. The chain of 
amplifiers is necessary to  achieve the large dynamic range of the signal from the BGO 
using a  12-bit DAG To improve the performance of the  system , particularly with 
respect to small signals, there are two distinct chains of amplifiers: the  low and high 
energy chains. To know the input pulse height, we m ust know the 12-bit reading 
from the ADC and the gsiin of the com parator used to  m ake the m easurement. 
Uncertainties in  the gains adversely affect the energy resolution of the  detector. 
However, since the intrinsic resolution becomes worse as the energy decreases, errors 
in gains of the low energy com parators have less effect on the overall resolution of 
the calorimeter.

The 6305s are programmed with a special m ode, the  ‘bum p’ mode, th a t is used 
to  determine the  relative gains of the successive com parators. In bum p m ode the 
first reading is made using the com parator which gives the largest reading th a t is
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less than  7 /8  of full scale, and a second reading is m ade using the next com parator 
up on the  chain. If  we plot the raw  ADC of the  second reading versus the raw  ADC 
for the first reading, the  slope of the line will be the relative gain. There will also be 
a non zero intercept because the op-amps used in  the x 4  amplifiers have a  non zero 
relative offset voltage. If the first reading is on com parator three, we measure the 
voltage a t the end of the low energy amplifier chain and the voltage at beginning of 
the  high energy chain. In this case it is necessary to  do a  pedestal subtraction, since 
the high and low energy pedestals are completely independent and have different 
behavior as a  function of tim e. W hen the gains were determ ined using the test set, 
all d a ta  were taken at a  fixed tim e, so there was a constant difference between the 
two pedestals which was absorbed into the intercept of the  line.

To accurately fit both the gain and offset it is necessary to  have d a ta  w ith ADC 
readings over the entire range. The d a ta  taken with the  test set uniformly cover 
the range of the ADC on each com parator. This allows an extremely accurate 
determ ination of the gains and offsets. T he beam  d a ta  provide good coverage on 
the low energy com parators, bu t not on the high energy com parators. CsJibration 
d a ta  was taken a t three energies: 2, 10, and 50 GeV. The 2 GeV d a ta  provide no 
readings on the  high energy cheiin. A t 10 GeV there is one set of readings on the 
fourth  com parator for each crystal, from d a ta  taken when the  beam  was directed 
in to  th a t crystal. The fluctuations in  the energy deposited in the central crystal 
are on the  order of a  few percent, so the readings cover only a  narrow  range of 
the possible ADC values. However, the energy fluctuations in  the crystals adjacent 
to  the central are a  larger fraction of the energy deposited in those crystals. We 
find th a t the 10 GeV d a ta  provide a good range of readings on com parator two for 
the adjacent crystals. At 50 GeV, we have the same situation  shifted up by one 
com parator. The net result of the beam da ta  a t the three energies is a wide range 
of readings on the  three low energy com parators and a narrow band of readings on 
com parators four and five.

To determ ine the gsdns from the beam  data , we made a linear fit to  the second 
reading versus the first reading. We used the raw ADC readings directly and made 
no pedestal subtraction. Since we did not do a  pedestal subtraction this procedure 
was not useful for finding the gain between the high and low energy chmns, gw, since 
the two chains have different pedestals. The determ ination was done separately, 
and will be discussed la ter. The d a ta  was collected in  sixteen bins of the first ADC 
reading for each com parator. We first a ttem pted  to  fit for both  the gain and the 
offset. To insure an adequate lever arm , fits were performed only if a t least eight 
bins had  m ore than  25 events. Most crystals had a  sufficiently broad range of d a ta  
on com parators one and two, bu t not on com parators four and five. To measure the 
gains on the higher com parators, we chose to  fix the  offset to  the value determ ined
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Figure 7.23; Comparison of g23 from beam  d a ta  and the test set

using the test set, and require only three bins for the fit.
T he results for the gain between com parators 2 and 3 are presented in  Fig. 7.23. 

The quan tity  histogram m ed is the fractional difference in  gain in percent between 
com parators 2 and 3, A 23. We define A y for any pair of com parators to  be

A ÿ  =  100 (7.7)

where yj® is the gain between com parators i  and j  as determ ined by the test set 
and is the gain determ ined from  the  beam  data . Figure 7.23 has two histogram s. 
One is A 23 for all of the  crystals of the first half barrel, (solid line), and the o ther 
is A %3 for all of the crystals of the second half barrel, (do tted  line). T he average 
and RMS deviation of A{,i+i for all com parators, except num ber th ree, are shown 
in Table 7.4. The Table presents d a ta  for both  half barrels. The agreem ent is 
extremely good: the gains agree to  b e tte r than  a ten th  of a percent, and the  offsets 
agree w ithin a  fraction of an  ADC count.

Determ ining the  gmn between com parators three and  four is more difficult than  
for the  other gains because we m ust compare d a ta  from  the low and high energy 
chains. The high and low energy chains have different front-end amplifiers, integra-
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com parator fit w ith offset fixed 
A gain in percent 
m ean rms

fit w ith 
A gain in  percent 
m ean rms

offset free 
Aoffset in adc bits 
m ean rms

1*' half barrel 
1 
2
4
5

0.031 0.041 
0.001 0.025 
0.014 0.032 
0.027 0.035

-0.022 0.039 
-0.005 0.026

-0.20 0.17 
-0.04 0.09

2 "^ half barrel 
1 
2
4
5

-0.004 0.021 
-0.015 0.018 
-0.008 0.036 
0.021 0.045

0.002 0.037 
-0.009 0.022

-0.02 0.23 
0.03 0.12

Table 7.4: Difference between gains and offsets from test set and beam  data

tors, and sam ple/bold circuits. This causes the two chains to respond to a given 
pulse shape in different ways. To circumvent this problem  a special puiser was 
constructed th a t was designed to  simulate as closely as possible the pulse produced 
by the photodiodes attached  to  the BGO. The ou tpu t of the  puiser was fed into a 
preamplifier card connected to  the level-1 board. Ideally, the pream p/level-1 pair 
used would be the pair as in the half barrel. Unfortunately, the same pream p card 
was used to  measure the gains of all the  channels for the  first half barrel. The 
determ ination of the gains for the first half barrel is therefore sensitive to  variations 
in  the pream p cards. In addition to  the pulse shape problem, the two chains have 
different pedestals. Since there is a  non-negligible variation of the pedestal with 
tim e, it is necessary to  do pedestal subtraction  before calculating the  gain.

We used only the 50 GeV d a ta  in th e  (734 analysis. A wide range of ADC readings 
on com parator three are obtained from electromagnetic shower fluctuations in  the 
crystals adjacent to  the central. We obtained pedestal ADC reading using the 
pedestal fits described in the  preceding section. Note th a t we assum ed th a t the g n  
and g%3 gains from  the test set were correct in order to  extrapolate the  pedestals for 
the low energy chain. W ith  the pedestal-subtracted readings we performed a  linear 
fit of the  difference, y, between the reading on com parator three, JI3,  m ultiplied by 
the  test set gain, g ^ f ,  and the reading on com parator four, R 4, versus the ADC 
reading, x,  on com parator three,



7.8. Electronic Gains 130

ÿ  =  -  R* and  X = £3 (7.8)

We fit for the  slope, a, and the in tercept of the  line. If  the  test set gains were 
correct then the gain adjusted  reading on com parator three would always be the 
same as the  reading on com parator four, resulting in a zero slope. A nonzero slope 
means th a t the test set gain should be corrected. The beam  is given by

ffs4 — 9 m  — a ^  A 3 4  = lOO-^g (7 9)
9 s4

We found the average correction, A 3 4 , to  be —0.37 ±  0.76% for the first half 
barrel, and —0.36 ±  0.59% for the second half barrel. The error bars are the RMS 
deviation of the correction. These values are an  order of m agnitude greater than  
those for the o ther com parators.

To estim ate the size of the errors on the beam  gains, gf^, we used the crystals 
which had  d a ta  on more th a n  one tape. In determ ining for a  given crystal we 
used the d a ta  from only one tape. For those crystals w ith a good data  sample on 
more than  one tape, we plotted  the  fractional difference in percent, e ^ ,  between 
the two values from the two different tapes.

e® =  1 0 0  -934  (7.10)
S 3 4

where y ^  is the  gain from  the tape  with more da ta  for the  crystal, and gf^  is the 
gain from the tap e  with less data  for the crystal. Figure 7.24 is a  histogram  of

for all the  crystals w ith sufficient d a ta  from  the first half barrel. We estim ate 
the error by finding the RMS deviation from zero to  be 0.48%. The m ain limit 
to the accuracy comes from the complicated pedestal shape. The ADC range for 
com parator 3 is restricted to  800 counts. The corresponding second reading, on 
com parator 4, varies over 400 ADC counts. For a  0.5% error we need to  make an 
error in pedestal subtraction of only four ADC counts in com parator 3 or two ADC 
counts in com parator 4.

If the  same correction is known to  apply to  a  group of crystals, then, to  the 
extent th a t the pedestal subtraction errors are uncorrelated among the crystals, 
we can improve the accuracy of our result by the square root of the  num ber of 
crystals. One possible system atic error in  the test set ys4 determ ination is in the 
special ptdser and the pream p card used. In determ ining the y34*s for the first half 
barrel w ith the test set only twelve channels of one pream p card were used. In 
the  barrel, each row in phi has one 24 chaimel pream p card and two 12 channel 
level-1  cards. Crystals a t # =  1 — 12  correspond to  chaimels 1-12 on one level- 1



7.8. Electronic Gains 131

S

I
to
OI

s

-2 e 11 2
Difference in q34 in percent

Figure 7.24: E stim ate of the error in. the  test beam

board, while crystals a t 0 =  24 —13 correspond to  channels 1-12 on the o ther level-1 
board. If there was a bad pulser/pream p channel, we would expect to  see a  large 
correction for Û — t ,25  — i. Problems in  the layout of the level-1  boards would also 
give rise to  errors w ith the same m irror symmetry. O n the other hand, problems in 
the layout of the pream p card, or the tem perature gradients on either the pream p 
or the level- 1 cards could produce errors th a t are correlated w ith th e ta , bu t which 
are not m irror symmetric. Table 7.5 shows the m ean and rm s of A 34 for the two 
half barrels as a function of theta.

For the first half barrel, the  scatter in  the mean values is eight times larger than 
what we would expect if the gains were not correlated w ith ff. We conclude th a t the 
gains are correlated with 6 and choose to  correct the  gat's for the first half barrel as 
a function 9. However, for the  second half barrel the sca tter is only slightly larger 
than  we would expect for a  random  sample. Since there is no 9 correlation for the 
second half barrel, we apply a  single correction to  all the  of crystals. After the 
corrections are applied the rms w idth of the correction distribution is 0.55% for the 
first half barrel and  0.59% for the second half barrel. These values are consistent 
w ith our estim ated error of 0.48% for the accuracy of the test beam  gat calculation.
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First Half Barrel Second Half Barrel
9 mean rms 9 mean rms 9 mean rms 9 mean rms
1 0.29 0.37 24 -0.35 0.83 1 -0.31 0.61 24 -0.25 0.57
2 -0.26 0.53 23 -0.58 0.53 2 -0.23 0.64 23 -0.33 0.63
3 -0.53 0.64 22 -0.97 0.63 3 -0.23 0.55 22 -0.30 0.60
4 -0.08 0.55 21 -0.40 0.50 4 -0.16 0.60 21 -0.30 0.62
5 -1.60 0.74 20 -1.74 0.84 5 -0.36 0.59 20 -0.42 0.60
6 -0.36 0.57 19 -0.43 0.47 6 -0.26 0.52 19 -0.43 0.60
7 -0.17 0.56 18 -0.04 0.45 7 -0.39 0.64 18 -0.42 0.64
8 -0 .20 0.70 17 -0.11 0 .66 8 -0.38 0.60 17 -0.44 0.59
9 -0.42 0 .6 8 16 -0 .20 0.63 9 -0.31 0.63 16 -0.48 0.56

10 -0 .02 0.34 15 0.23 0.49 10 -0.36 0.61 15 -0.50 0.58
11 -0.41 0.61 14 -0.04 0.48 11 -0.43 0.54 14 -0.50 0.53
12 -0.33 0.62 13 0.06 0.48 12 -0.38 0.55 13 -0.46 0.57

Table 7.5: Correction to  gat in percent, (A 34)

7.9 Data Reduction

The da ta  taken during 1988 consumed more than 1000 magnetic tapes, each with 
2400 feet of tape at a density of 6250 bits per inch and an average of roughly 100 
megabytes of data. A to tal of approximately 10** bits of da ta  were recorded. Rather 
than  dealing directly with this excess of data, data  summary tapes (D ST’s) were 
made. The complete set of DST’s used for this thesis occupy 25 magnetic cartridges, 
(IBM type 3840), each with 200 megabytes of data. The data  compression is on the 
order of 20  to 1 .

The DST’s contain seven hies for each raw data  tape, with an additional hie for 
the 50 GeV da ta  tape  and additional files for each pedestal run. Three of the hies are 
in text format and give diagnostic information. Three of the hies contain data  for 
monitoring the leakage current from the photodiodes, determining the tem perature 
inside the detector, and measuring the gains of the amplihers in the ADC. The 
extra hie for the 50 GeV da ta  is used to  measure the gain between the high and the 
low energy channels of the ADC.

The hie of prim ary interest for the calibration is the beam da ta  hie. For each cal­
ibration event which passes some minimal cuts, the ADC readings of the  25 crystals 
in a 5x5  m atrix, the wire chamber information, and the ADC timing information is 
recorded. A hie containing the results of a third order h t to the low energy pedestal
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and a linear fit to  the high energy pedestals is written for each pedestal run.
The sophistication of the da ta  processing in the DST production was purpose­

fully kept to  a  minimum, in order to  reduce the chance of error. In most cases, 
the selected raw data  is merely repackaged into a more compact form. Keeping the 
da ta  in raw form has the advantage th a t we do not need to use a  set of conversion 
factors, particularly the ADC electronic gmns, which were not known precisely at 
the time, and also the raw data format tends to  be very compact. The disadvantage 
is tha t the processing to convert the raw da ta  into a  useable format m ust be done 
each time the DST is used. The only conversion factors used in  the DST production 
were the wire chamber calibrations. These had been measured in advance of the 
calibration, and were well understood since the same set of chambers has been in 
operation for several years.

The first stage of the analysis is to pick which events will be used. For this 
analysis, several levels of cuts were used in the event selection. The first level is the 
tests applied before writing the events to  the DST. If it  were necessary to  relax one 
of the criteria used for this level of cuts we would need to redo the DST production, 
so these criteria are purposely very weak. The events are required to  meet the 
following criteria.

•  There must be no detectable errors in the raw da ta  format.
A significant portion of the raw data carries redundant information used to 
check the integrity of the data, (i.e. checksum and parity bits). All of this 
information is checked and required to  be correct.

•  There must be hits in the scintillators S i,82, and S5.
This allows only events with a particle passing through a 1 cm x 1 cm area 
in  front of the crystal being calibrated.

•  There must be hits in both Y wire chambers.
This is necessary to  reconstruct the y coordinate of the impact point a t the 
crystal.

•  There must be a hit in X chamber closest to the BGO, and in at least one 
other downstream X chamber.
This is necessary to  reconstruct the x coordinate of the impact point at the 
crystal.

•  There m ust be a hit in a t least one of the upstream  chambers after the colli­
mator.
This is necessary to  reconstruct the momentum.
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« The ADC reacting for th e  central crystal higher than the first comparator. 
This eliminates events in which ao electron, entered the central crystal. In this 
case either the electron ndseed the central crystal, a  pion passed through the 
beam line, or the electron was a h s c r le l  between the last wire chamber and 
the crystal. This test is -useful pnmarmly for crystals a t 9 =  1, where half of 
the particles strike the structure supporting the detector.

The next level of cuts is m ade in the analysis program before the data for each 
crystal have been grouped together. The cuts made in the DST production are 
refined by using the improved knowledge of th e  -wire chamber and crystal positions 
gained during the analysis, sis described in section 7.4. Also, a  selection is made 
on ADC pedestals. This pedestal iaforixatica was produced at the same time as 
the DST and therefore not available for the previous set of cuts. At this stage the 
events must pass the following tests.

•  The reconstructed tracks luust have a  <  2.0.

# The electron im pact point m ust he  within 1 cm of the center of the crystal.

• The electron momentum must be w ithin 5.0% of the beam line central mo­
mentum.

# All crystals used in the analysis for this event have pedestals higher than  10 
ADC counts.

The final set of cuts are made after a jreliin iaary  fit to  the data has been made. 
The exact cuts made are diffeient for the single and multiple crystal calibration 
algorithms. The num ber of events per crystal passing each set of cuts for the 
single crystal algorithm is shovm in Pig. 7.25. It is im portant to note tha t even 
though the second level of cuts is nonoinaJly the  same for bo th  calibration methods, 
the m ultiple crystal m ethod requires pedestals on more crystals and therefore, the 
num ber of events ptwsing the second level of cuts is greatly reduced. Overall, the 
two m ethods tend to  accept roughly th e  same num ber of events for each crystal. 
The complete set of cuts gives us an efficiency of roughly 50%.

We have already discussed the main part of the event processing; conversion 
of the ADC reading to a voltage, pedestal subtraction, and reconstruction of the 
track of the incident electron. The quantities used in the calibration are the set of 
pedestal-subtracted ADC readings normalized by the incident momentum and the 
impact position of the electron at the  detector.

For the single-crystal method, the only remaining step is to  determine the ADC 
reading for electrons incident at the cen-ter of the crystal. Since, the positions of
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Figure 7.25: Number of events accepted at each stage in the analysis

the crystals were not known to sufficient accuracy before the calibration, we must 
also find the center of each crystal. The technique, as discussed in Section 7.2, is 
to  fit the data  to a  function of the  form

V (x ,y )  =  Fo(l -  ^[(® -  zo): +  (® -  »o)1) (7.11)

We fit for four parameters: the ADC reading for a perfectly centered electron, 
Vo, the X and y  of the center of the crystal, Zo,yo, and a param eter th a t describes 
how quickly the energy falls off with distance from the center of the crystal, 
R ather than  fitting the data  directly, we collect events in 1.5 m m  x  1.5 m m  bins of 
the impact point. Events w ith ADC readings more than  three standard deviations 
from the mean of all the  d a ta  for the crystal are rejected. We perform the fit using 
the mean value of each bin weighted by an error equal to  the RMS spread of the 
d a ta  points in the bin divided by the number of da ta  points in  the  bin. The data  
for crystal (9 =  11,^ =  71) is presented in Table 7.26. The table shows the average 
ADC reading and number of events for each impact position bin. The center of the 
crystal was determined to  be at z =  5.3, y  = 4.3, where the units are defhied in 
term s of the bins.

F irst, a  preliminary fit is made using all of the bins with more than  five events. 
This fit gives us an approxim ate position for the center of the crystal. We then
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9 0 .0 0 .0 0 .0 0 .0 402.5 0 .0 0 .0 401.2 377.0 0 .0
0 0 0 0 1 0 0 2 1 0

8 0 .0 367.2 401.6 393.7 405.8 404.0 406.5 405.9 392.6 391.1
0 1 6 2 6 4 6 5 7 1

7 0 .0 409.0 399.6 411.7 410.7 410.1 409,7 405.5 398.3 380.4
0 2 6 10 16 21 21 18 18 5

6 0 .0 408.9 409.0 414.4 416.6 419.4 416.4 414.6 409.3 393.8
0 6 20 21 36 27 46 23 43 8

6 0 .0 400.2 411.5 421.6 420.4 417.4 417.4 415.1 409.2 405.4
0 10 23 18 32 40 52 41 58 12

4 0 .0 408.0 409.3 421.7 419.5 422.5 422.7 416.6 410.6 397.0
0 8 21 23 37 40 47 48 39 3

3 0 .0 407.6 417.4 420.2 424.1 421.8 421.1 416.9 409.7 402.9
0 6 7 14 22 28 14 20 17 3

2 370.7 400.0 420.9 408.0 425.1 420.0 419.3 414.9 402.3 407.0
1 3 2 5 6 10 16 7 7 2

1 0 .0 0 .0 401.9 410.2 411.1 420.2 402.4 376.8 393.1 385.5
0 0 4 4 1 3 7 3 2 1

0 0 .0 401.6 0 .0 0 .0 426.3 400.9 0 .0 366.0 0 .0 0 .0
0 1 0 0 1 1 0 1 0 0

0 1 2 3 4 5 6 7 8 9

Figure 7.26: ADC reading versus im pact position 
For each bin we give the average ADC reading in  millivolts (the upper num ber) and 
the num ber of events (the lower num ber).



7.9. Data Reduction 137

0 .20 .0 0.1 0 .3 0 .4 0 .5
Square of distonce from center (cm*)

Figure 7.27; ADC reading versus distance from center

perform a  second fit, using only bins whicb are within 6 m m  of the center of the 
crystal and have at least eight events. The second fit is not performed unless there 
are at least seven bins remaining with a  to tal of a t least 100 events. The data  
for the bins passing the final set of cuts for crystal (Û = 11 ,^  =  71) are shown in 
Fig. 7.27. The da ta  points are the mean and error for each bin, with the distance 
from the fitted center of the crystal. The line is the result of the fit. Note tha t the 
graph hides the  fact th a t we must fit for the position of the center of the crystal.

If the fit is successful, then the crystal has been calibrated. The results of the 
fit, along with the tape num ber, run number, time and date of the first event, and 
position of the crystal are written to  a file. The tape number and time of the events 
are recorded so th a t we can later determine the tem perature of the crystal during 
calibration, in  order to apply tem perature correction to  the calibration constant.

For the multiple-crystal m ethod, the sum of the N xN  m atrix are calculated. 
A previous iteration of calibration constants m ust be used to  make the sum, since 
we m ust sum energies ra ther than  ADC readings. If a  crystal in the m atrix has 
a  negative pedestal, it  is not used in the sum. A sum is also made of the Monte 
Carlo expected energy for each crystal used in the sum. After the sums are made, 
the  center of gravity of energy in the BGO is calculated. The event is rejected is 
the center of gravity is more than 8 mm from the center of the m atrix. If the event
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is retained, the  center of gravity is used to  m ake a correction of the energy. These 
fractional difference, S, between the corrected energy and the MC expected energy 
is histogram m ed.

6 =  (7.12)
E mc

where is the sum of energy in  the m atrix  using the previous set of calibration 
constants and E m c  is the energy deposited in  the m atrix  calculated from a Monte 
Carlo sim ulation. After all the  events are collected, the  mean of the  histogram  is 
calculated and used as a  correction to  the  previous calibration constant.

7.10 Energy Reconstruction and the Calibration Constants

T he distribution of tem perature-corrected calibration constants determ ined with 
the single-crystal m ethod on the 10 GeV d a ta  for the  second half barrel is shown 
in Fig. 7.28. The calibration constants have a  m ean value of 0.0193 GeV/mV 
w ith an RMS deviation from the mean of 0.0014 GeV/mV. T he RMS variation 
divided by the mean is 7%. This is much smaller than  the factor of two variation 
in  calibration constants found for crystals in  prototypes of the detector[60]. The 
improved uniformity is most likely due to  the  improvements in  the  surface treatm ent 
and painting of the crystals.

A comparison of the results of the single and m ultiple crystal m ethods is shown 
in  Fig. 7.29. The two sets of calibration constants use the  same set of 10 GeV 
d a ta  for the  first half barrel and have no corrections for tem perature or light yield 
variations in the  crystals. We define cci to  be the calibration constant from the 
single crystal m ethod and  ccm to  be the calibration constan t from the multiple 
crystal m ethod. Then fractional difference between the calibration constants from 
the two m ethods for each crystal is then

(7.13)
C C l

T he plot is a  histogram  of for each crystal in th e  second half barrel cali­
b ra ted  by bo th  m ethods. The m ultiple-crystal calibration constants were generated 
by S. Rosier w ith a  m ethod similar, but not exactly the same, as the multiple- 
crystal m ethod described above. Hosier’s calibration program  uses the standard 
BGO group analysis routines which were developed, prim arily by members of the 
Annecy and Rome groups, completely separately from  the routines used in  our 
analysis[61j. Comparison with Rosier’s calibration is m ore interesting th an  with 
our own m ultiple-crystal calibration because different algorithm s are used to  find
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Figure 7.28: The calibration constants

pedestal fits, calculate the  m om entum , find the peak of th e  energy distribution, and 
select events. O ur m ultiple-crystal calibration was used m ainly to  test the  single- 
crystal calibration m ethod before Rosier’s calibration constants were available.

The agreem ent between the two sets of calibration constants is very good, at 
the level of 0.3%. T he two calibration m ethods have different prim ary sources of 
error. T he dom inant error in  the m ultiple-crystal m ethod comes from the pedestal 
subtraction, while the m ain source of error in  th e  single-crystal m ethod is locating 
the center of the  crystal. The agreement between the two m ethods shows th a t both 
m ethods can determ ine the  calibration constants to  a  precision of 0.3%. However, 
i t  says little  about th e  absolute accuracy of the calibration because there are two 
possible sources of error, the  tem perature correction and the absolute scale of the 
m om entum  calculation, which are common to  bo th  m ethods and  therefore not tested 
by the  comparison.

The main difficulty in  reconstructing the energy of particles in  the detector comes 
from  energy leakage and light collection nonuniformities in  the crystals. We have 
no experim ental d a ta  on the  leakage of energy from the  BGO crystals, so we rely 
on M onte Carlo sim ulation. The sim ulation and  th e  results have been described 
in  section 7.3. We have studied the  energy leakage as a  function of the incident 
energy and  of the  crystal size. B oth of these corrections are small, on the order of
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Figure 7.29: Difference between calibration constants from the two methods

a few percent, so we have chosen to treat them separately in order to  simplify the 
analysis.

Figure 7.30 shows See, defined above, as a function of the 6 coordinate of the 
crystal. A sum of 9 crystals cannot be made for 0 = 1  and 0 =  24, so the crystals at 
these values of 0 are not included in the plot. As discussed in section 7.3, the size 
of the crystal is determined by its position in 0. The energy deposited in a  single 
crystal is quite sensitive to  the crystal size. On the hand, the sum of nine crystals 
is less sensitive, changing only by about three parts per thousand over the range of 
crystal sizes. We see, from Fig. 7.30, tha t the maximum variation in the difference 
of calibration constants is only 0.1%, which is within the allowed accuracy of the 
calibration. Since there is no systematic difference in the calibration constants as 
a function of 0, we conclude th a t we have adequately corrected for the dependence 
of the single-crystal calibration constant on crystal size.

Light collection non-uniformities in the crystals lead to a nonlinear light output 
as a  function of energy. We define the calibration constants, without regard to 
the uniformity, a t 10 GeV. When reconstructing events at other energies, we must 
take account of the light collection non-uniformities. As explained in section 7.3, 
we parameterize the light collection non-uniformity of a crystal as R =  [s(0) — 
a (L )] /a ( i) , where s(z ) is the relative light output at a  distance x from the front
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face of the crystal and L  is the length of the  crystals. T he param eter R  is referred to 
as the uniform ity factor of the crystal. Figure 7.31 shows the effect of light collection 
non-uniformities on the to ta l light ou tpu t as a  function of energy as observed in the 
calibration d a ta . We define ccio as the single-crystal calibration constant at 10 GeV 
and ccbo as the single-crystal calibration constant a t 50 GeV. T he two calibration 
constants are calculated independently and w ithout regard for the light collection 
uniform ity of the  crystal. We divided the crystals of th e  second half barrel in to  bins 
according to  their uniform ity factor, and calculated th e  m ean and  RMS deviation 
of ccio/ccso for the  crystals in  each bin. Figure 7.31 is a  plot o f the  m ean and  RMS 
deviation of ccio/ccjo for each bin versus the uniform ity factor, R ,  of the  bin. There 
is a significant shift in ccio/ccbo due to  light collection non-uniformity.

To correct for the  light yield nonuniform ities, we have generated a set shower of 
energy profiles for the  crystals in a  3 x 3  m atrix  at th e  calibration energies. Using 
these profiles, and assuming a  linear light yield curve, we have calculated corrections 
over the  range of light yields for each crystal in  th e  m atrix  a t each energy. The result 
is a  a correction coefficient cr which depends on the R  o f the crystal and the  position 
of the crystal w ithin the m atrix. T he correction cr was described in section 7.3. 
Upon including the light yield correction and the tem perature  correction, we arrive
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Figure 7.31: R atio of calibration constants at 10 and 50 GeV as a  function of the 
light yield uniform ity
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a t the equation used to reconstruct energies

E  = kioVciy{R,d9,d(j),Ein)[l +  c i '( f  -  T,e/)] (7.14)

This is the  practical version of equation (7.4) described in the  Introduction. 
The reconstructed energy is E, feio is the calibration constant a t 10 GeV, V is the 
ADC reading, Ciy(Æ, d f , di^, E{„) is the light yield correction, R  is the  light yield 
uniformity of th e  crystal, dO and  d<f> are the distance of the crystsd from the center 
of the shower, Em is  incident energy, c r  is the  tem perature  correction coefficient 
+ 1 .55% /“C, and  f  is  the average tem perature of the crystal, and T,*/ =  18.0"C is 
the reference tem perature.

7.11 Resolution

The final test of the calibration, and of the detector, is the  energy resolution 
obtadned. T he overall resolution of the detector has two components: the w idth 
of the energy distribution for each individual group o f crystals, and  the variation 
in the m ean energy between different groups of crystals. We will refer to these 
two com ponents as the  local resolution and the global resolution, respectively. The 
overall resolution o f the detector, i.e. th e  accuracy w ith which we can measure 
the energy of any single event, is the quadrature  sum of the two com ponents. The 
w idth of individual energy distributions is determ ined by the energy leakage and 
the electronic noise. The noise performance of the electronics was not optimized 
before the calibration d a ta  taking, so the  results presented here for the individual 
energy resolution should not be considered final. However, the  variation in  the m ean 
energy is determ ined by the accuracy of the calibration and the corrections applied 
in the reconstruction. Therefore, the calibration results presented here are relevant 
to  the final performance of the  detector.

F irst, we m ust m ake an aside on how to  param eterize the  distribution of energy 
deposited in  m atrix of crystals. Due to  the nongaussian tails of the  energy d istri­
bution, the  standard  deviation of the d istribution does not give a  good estim ate of 
its w idth. We have choose to  calculate the  resolution from the full w idth a t half 
m axim um  of a  functional form  fitted  to  the distribution. A direct calculation of 
the FW HM would be dependant on the binning of the  histogram  and susceptible 
to  errors, particularly a t  low statistics. F itting  a function is a  m ucb more robust 
m ethod. T he function we have chosen to  use is a composite of a gaussian w ith an  
exponential tû l .  T he function has four free param eters: the area, mean, and w idth 
of the gaussian, and the crossover point between the gaussian and  the exponential. 
The param eters of the  exponential are determ ined by requiring continuity in  the 
function and its first derivative a t the crossover point.
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e x p [-a (x  -  So):] if * > 
exp[t(x — xo)] if X <  X ,

where the free param eters are A, a, xq, and x ,. From continuity of the function and 
the first derivative, we find b = —2a(xc — Xo) and B  =  j4exp[a(xc — Xo)*]. The 
half maximum of the gaussian is at a  distance d = ^ ( ln 2 ) /o  from its center. If the 
crossover to  the  exponential tail is below the half m axim um  point the  FW HM  is 
simply th a t of the gaussian. Otherwise, we have contributions to  the w idth &om 
bo th  the gaussian and the exponential.

The resolution, o’, is defined in  the sam e way th a t the  standard  deviation of a  
gaussian is related to  its FW HM , o  =  FW H M /2.35. The center of the gaussian is 
used as the reference energy of the distribution.

Figure 7.32 is a histogram  of the energy deposited in  a  3 x 3  m atrix  centered a t 
{0 — 11, ÿ  =  71) for 1066 events a t 10 GeV. A fit of the gaussian/exponential form 
described above is superim posed. The peak, Xo, of the fit is a t 9.293 GeV. The 
w idth calculated from the fit is 0.089 GeV. The fit has a  x* of 66 for 100 degrees 
of freedom. The form fits the d a ta  quite well. We have also found th a t the  form 
provides a  good fit to  the energy deposited in each individual crystal if, for crystals 
o ther th an  the central crystal, the  exponential tail is moved to  the high energy side 
of the  gaussian.

We now have the m athem atical apparatus necessary to  measure the local reso­
lution. We measure the  local resolution for each 3x3  m atrix  by making a  histogram  
of the  energy deposited in the m atrix , and applying the gaussian/exponential fit to  
the histogram. The local resolution of the  m atrix  is then given by the FW HM /2.35 
of the  fit. The average local resolution a t the  three calibration energies is shown in 
Table 7.6. Folded in to  our measured resolution are errors in  the m om entum  mea­
surem ent, electromagnetic shower fluctuations, and the electronic noise. We have 
calculated the contribution to  the  local resolution &om each of these three sources, 
and listed the results in the Table 7.6.

The contribution to  the  resolution &om m om entum  m easurem ent is calculated 
from the  m easured position resolution and alignm ent accuracy of the  wire chambers. 
The contribution due to  pedestal subtraction is calculated as the  average deviation 
of th e  pedestals from  the pedestal fits, as discussed in section 7.7. I t is im portan t 
when calculating the error in  pedestal subtraction th a t we take into account the 
correlation between the  pedestals w ithin the 3x3  m atrix. The m agnitude of fluctu­
ations in the electrom agnetic shower created by the  incident electron is calculated
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Figure 7.32: Energy in a  3 x 3  m atrix  of crystals

via a M onte Carlo sim ulation, as described in  section 7.3. Since we only measure the 
energy deposited in  nine BGO crystals, fluctuations in the electromagnetic shower 
will vary the fraction of the incident energy which is deposited in those nine crystals.

A t energies of 10 GeV and below, the  local resolution is dom inated by the 
pedestal subtraction. T he pedestals have a  complicated shape, as described in 
Section 7.7, which will not be present in the  synchronous environment of LEP. Op­
tim ization of the electronic noise, together w ith the simpler pedestal subtraction, 
should greatly improve the  resolution of the  detector below 10 GeV. At 50 GeV we 
approach the limit on the local resolution of a  sum  of nine crystal due to  electro­
m agnetic shower fluctuations.

To measure the global resolution of the  detector, which is essentially a  test 
of the calibration and reconstruction procedures, we examine the d istribution of 
the m ean reconstructed energy throughout the detector. The procedure is almost 
the same as for determ ining the local resolution. We make a  histogram , for each 
3 x 3  m atrix  of crystals, of the energy deposited in  the  m atrix, and then apply 
the gaussian/exponential fit to  each histogram. To find the  local resolution, we 
calculated the w idth of the fit. However, for th e  global resolution we are interested 
in the peak of the fit ra ther than  the w idth. The global resolution is given by the 
RMS spread in  peak energies of the  fits.
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Energy 2 GeV 10 GeV 50 GeV
M easured Local Resolution 
Calculated Local Resolution 
M omentum M easurement 
Pedestal Subtraction 
Shower Fluctuations

2.4% 0.98% 0.47%
2.6% 0.92% 0.45%
1.5% 0.35% 0.16%
1.7% 0.34% 0.07%
1.3% 0.78% 0.42%

Table 7.6: Local resolution of 3 x 3  matrices of crystals

Figures 7.33 and 7.34 show the distribution of peak energy for each 3 x 3  m atrix  
in the  second half barrel. For reconstruction, we used calibration constants derived 
from the  10 GeV data, and have applied corrections for tem perature, light collection 
non-uniformity, and the m om entum  of the  incident particle. All of the corrections 
have been discussed previously, see sections 7.6, 7.10, and 7.4.

T he distribution of peak energies a t  the  calibration energy gives us an estim ate of 
the accuracy of the calibration technique. Since we calibrate w ith single crystals but 
reconstruct w ith sums of nine crystals, it not a  completely trivial procedure. There 
are errors from the  pedestal subtraction and  the light yield correction in all crystsJs 
except the central crystal. Also, only one calibration constant is used for each 
crystal. The crystals which were calibrated more th an  once use different d a ta  for 
calibration and reconstruction and therefore test the repeatibilty  of the calibration 
procedure. T he dispersion, given by the standard  deviation of the superimposed 
gaussian fit, a t 10 GeV is 0.24%. This is in agreement w ith the expected accuracy 
of th e  calibration procedure.

The distributions at energies other th a n  the calibration energy test the entire 
reconstruction procedure, including the calibration an d  all of the corrections. We 
find the  standard  deviation to  be 0.45% a t 50 GeV, and  0.87% a t 2 GeV. Table 7.7 
shows the estim ates of the factors contributing to  the accuracy of the  reconstruction. 
T he accuracy of the tem perature correction was discussed previously. The error of 
the light yield correction was taken to be the  quadrature difference between the 
global resolution for all crystals and the resolution for a  sample of crystals w ith the 
same light yield uniformity. Inaccuracies in the  electronic gains are im portan t only 
for ADC readings on the low energy amplifier chain, since the  gain a t  th e  high/low 
crossover is the only gain not known to b e tte r  than  a  few ten ths of a  percent. We 
calculate the error due to  the  gains by m ultiplying th e  average gain error by the 
fraction of energy on crystals with ADC readings on the low energy chmn. The 
error is larger at 2 GeV because the readings on the central crystal, and therefore
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all of the energy, are on the  low energy chain.
We chose not to use the  local resolution m easured during the calibration to  

calculate the  overall resolution of the  detector because the electronic noise was 
not optimized before the calibration and because the m om entum  resolution of the 
test beam  m agnetic spectrom eter will not (directly) effect the local resolution at 
LEP. For a  more accurate estim ate of the  final electronic noise, we use the noise 
m easurem ents made during low energy tests of calorim eter done adter the electronic 
noise was optimized. T he contributions to  the local resolution are the  electronic 
noise and the shower fluctuations. The global resolution is the  m easured global 
resolution for 2 and 50 GeV. For 10 GeV, the measured global resolution does not 
include the effects of errors in the  tem perature  correction or the  electronic gains, so 
we add the calculated tem perature and gain errors in  quadrature. The light yield 
correction is defined to  be the identity  a t 10 GeV, so we need not include errors in 
the light yield correction. The overall resolution is th e  quadratu re  sum  of the local 
and  global resolutions. The results for the  overall resolution are shown in Table 7.8.

We conclude th a t the  accuracy of the  reconstruction procedure is equsd to  or 
b e tte r than  the local resolution of the detector a t all energies. Therefore the accu­
racy of the calibration procedure is w ithin the lim its set by the  intrinsic resolution 
of the detector. I t is clear th a t we have achieved the goal of constructing an electro-
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Figure 7.34: Reconstructed energies
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Energy 2 GeV 10 GeV 50 GeV
Measured Global Resolution 0.87% 0.24% 0.45%
Calculated Global Resolution 0.77% 0.24% 0.48%
Calibration 0.24% 0.24% 0.24%
Tem perature 0.35% - 0.35%
Light output 0.4% - 0.2%
Electronic gains 0.5% - 0.1%

Table 7.7: Global resolution of 3 x 3  matrices of crystals

Energy 2 GeV 10 GeV 50 GeV
Pedestal Subtraction 
Shower Fluctuations 
Local Resolution 
Global Resolution 
Overall Resolution

0.35% 0.09% 0.02% 
1.29% 0.78% 0.42% 
1.34% 0.79% 0.42% 
0.87% 0.44% 0.45% 
1.59% 0.90% 0.62%

Table 7.8: Overall resolution of 3x3  matrices of crystals
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m agnetic calorim eter w ith energy resolution of b e tte r th an  1% for energies greater 
than  10 GeV.



Appendix A 

The ADC cards

In this appendix we discuss a  few of the more technical details of the ADC 
cards. For ease of presentation, some of the inform ation presented in  section 6.5 is 
repeated.

The ou tpu t of the  preamplifier is a  voltage pulse w ith a  risetime of 270 ns, 
corresponding to  the decay tim e of BGO scintillation light, and a decay tim e of 
800 /usee. The m axim um  peak voltage the pream p can produce is approxim ately 
10 volts.

The front end of the  ADC circuit is shown in Fig. A .I. T he ou tpu t from the 
pream p is fed into the pole-zero, which elim inates the  800 /isec tail. The pole- 
zero ou tput feeds into three paths: the low energy amplifier chain, the high energy 
amplifier chain, and the BGO analog ou tpu t for the trigger. There is an additional 
R C  filter between the pole-zero and the first active component in  each of the  three 
paths. The th ree filters have m atched tim e constants of 0.5 /rsec. The R C  filters 
sm ooth the leading edge of the  pole-zero ou tpu t pulse, increasing the  rise tim e of 
the pulse in order to  allow the  relatively slow op-am p in the low energy chain to  
accurately follow the  shape of the pulse. The ou tpu t voltage of this circuit for an 
arb itrary  input pulse is given by

V{i)  f ^ d i  Vo(t -  (A .l)

where a and 6 are the  tw o tim e constants, a =  0.17 /rsec and 6 =  1.0 /usee. The 
relative weight of the two components are A  =  2.4 and B  =  —0.4. We have taken 
the average pole-zero resistance of IMSl. The tim e constants vary only slightly 
w ith the pole-zero resistance. The longer tim e constant is im portan t because it 
determ ines how long we m ust in tegrate the signal. The voltage ou tpu t for an  input 
pulse w ith a  270 as risetim e and  an 800 psec exponential tail is shown in Fig. A.2. 
The solid curve shows the ou tpu t when the pole-zero tim e constant is exactly equal 
800 ftsec. The peak voltage, VJ,, occurs a t 0.7 usee. The m axim um  rate  of change
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Figure Â.2: Shape of pulse at the input to  the low energy amplifier

of the voltage is at the beginning of the pulse, where the  dVIdt  =  Vp/0.5 fieec. The 
tail of the  pulse has a 1.0 psec decay tim e constant.

The resistors in the  filters are chosen to  split the  current from the pole-zero 
in the ra tio  2:1:2 for the (low energy chain):(high energy chain):(analog output). 
Less current is needed in  the  high energy chain because it deals only w ith  high 
current signals. For the  circuit to be linear it is necessary th a t the  current sharing 
between the  three chains is always constant. If any of the th ree chains draws a 
d isproportionate am ount of current, the  signal in  all three chains will be nonlinear.

The low energy op-amp (an OP-37, m anufactured by FM I [62]) has a  pair of 
diodes across its  inputs which prevent the voltage difference between the two inputs 
from exceeding 0.6 volts. This voltage lim iting is necessary to  protect the circuitry 
of the OP-37. If the voltage difference does exceed 0.6 volts, th en  current, draw n 
from the  pole-zero, will flow through the  diodes. Making the entire circuit nonlinear. 
In an ideal op-am p the voltage difference at the inputs is kept a t zero by adjusting 
the  op-amp ou tput. To accomplish this, the  ou tpu t voltage m ust be able to  change 
a t a ra te , the ‘slew-rate’, equal to the ra te  of change of the  input signal m ultiplied 
by the gain of the  feedback network. T he OP-37 has a  slew-rate of 17 V /psec and 
the  feedback network has a  gsuln of 22.7. Using the m axim um  ra te  of change of 
the input signal calculated above, we find the maximum input signal th a t the  low
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energy chain can handle is 1.0 V.
This is above th e  range of signals th a t digitized on the low energy chain. How­

ever, i t  is also necessary th a t there be no  voltage lim iting on high energy signals, 
since th e  nonlinearity also affects the high energy chain. To satisfy th is  requirem ent, 
the low energy amplifier has a  somewhat complicated feedback network. The gain 
for sm all signals the feedback network operates as a  resistance of 56.3 kfl. However, 
for signals greater th an  the voltage drop of the transistor (=  0.6 V ), the  transistor 
tu rns on. This reduces the feedback resistance to  a  few hundred ohms smd reduces 
the gain to  less than  unity. Therefore, for signals larger th an  0.6 V, the gain is 
reduced so th a t the op amp can m aintain a  zero voltage difference a t its inputs.

The small signal gain of the low energy amplifier is 22.7. The amplifier for the 
high energy channel is a  simple inverting opam p. The two 2.49 kQ series input 
resistors and the  4.99 k ft feedback resistor produce a  gain of —1.00.

The in tegrators and  sam ple/hold circuits for the  low and  high energy chains 
are very similar. The circuit is shown in Fig. A 3. The circuitry in  the  dashed 
box clips large am plitude signals. I t  is used only on the low energy integrator. It 
is simply a  reverse biased zener diode th a t  goes in to  conduction when the signal 
reaches 7 volts. I t  prevents the low energy in tegrator from going into saturation  
o n  signads large enough for the high energy chain. The signal is in tegrated  on the 
470 p F  capacitor. The low energy integrator has a  1 kfl inpu t resistor and a 470 pF  
capacitor. T heir product is a  scale factor for converting the  tim e integral of the 
inpu t voltage pulse to  an ou tpu t voltage. The corresponding values for the  high 
energy com parator are 1.5 kfl and 470 pF . The ratio  of the  two R C  factors gives 
th e  low energy chain an additional gain of 1.5 relative to  the high energy chain. The 
overaU relative gain between the high and  low energy chains is 34. T he to ta l gain 
of the front end is such th a t a pulse from the pream p w ith the norm al shape (an 
exponential w ith an 800 psec tail) and an  am plitude of 10 volts a t the  peak should 
produce a signal of 10 volts a t the  ou tpu t of the high energy in tegrator.

T he integrator is reset, via the  SW7510 FE T  switch, before each event. This 
minimizes the integrated noise, and eliminates any ‘m emory’ of previous signals. 
The timing of the in tegrator and the sam ple/hold will be discussed below. W hen 
th e  F E T  switch is tu rned  off, the 30 volt gate swing across the gate to  source 
capacitaJice injects charge into the in tegrator capacitor. This pu ts the in tegrator 
o u tp u t a t around —200 millivolts. T he injected charge will be the sam e on each reset 
as long as the supply voltages rem ain constant. Any variation in  the injected charge 
will show u p  as noise. The opam p for the in tegrator has a  trim m er potentiom eter 
to  adjust its  input offset voltage thereby controlling the in tegration slope for zero 
in p u t signal.

W hile not digitizing the DAC used in  the ADC chain is set to  a  predeterm ined
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Figure A.3: The reset able in tegrator and sam ple/hold

voltage. This voltage is added to  the signal at the in tegrator ou tpu t via a resistor 
voltage divider. The same voltage is added to  bo th  the high and low energy chains. 
This allows the level of the  pedestal, (the voltage reading for zero signal inpu t), to 
be adjusted. In principle, it is possible to  ad just the pedestals on all channels to  be 
uniform on either the  high or the low energy chain, bu t not both .

T he ou tpu t of the in tegrator feeds into the sam ple/hold, an S M P ll. The only 
additional circuitry is the  RC pairs on the power lines. In runs taken during the 
summer of 1986, it was found th a t there is a  shift in  the pedestals when many 
channels powered by the  same power supply all have large signals. This shift was 
traced to  a drop in  the  voltage on the ±15 volt lines due to  the large current drawn 
when switching &om sample to  hold. The R C  pairs filter the power lines. The 
capacitors are bypass capacitors. The resistors isolate the S M P ll’s in  order to 
reduce the  effect the  current surge has on the voltage lines th a t power the other 
components in  the ADC.

T he output of the sam ple/hold goes to  a am plifier/com parator chain as shown 
in Fig. A.4. T he chains for high and low energy are identical. Each chain has three 
com parators and tw o amplifiers. The amplifier are non-inverting w ith a  gain of 
about four. The diodes on the ou tpu ts prevents the voltage on the inputs of the 
com parators from going negative, which could damage the  single supply LMSSQ’s.
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Figure A.4: The am plifier/com parator chain

The o ther input to  each com parator is the ou tpu t of the  12-bit DAC.
The output signal of the low energy op-amp is feed into an in tegrator and a 

DC feedback circuit. The DC feedback attenuates the signal and averages it with 
a  long tim e constant of about one second. The feedback is designed to  balance the 
leakage current of the  photodiode and variation in  the  pream p F E T  operating point 
in order to  m aintain a  stabilize the DC output level a t  the  in tegrator. The input 
to  the  feedback is clipped by a  pair o f diodes at ± 1  volt to  prevent the feedback 
from large signals from interfering with the normal ac coupling of the  signal into 
the  pole-zero. This signal corresponds to  roughly 200MeV. Since the feedback 
voltage is m ainly determ ined by the photodiode leakage current, i t  is also sent to  
a  com parator so th a t the voltage can be digitized. This provides a  way to  m onitor 
the photodiodes.

Separate from the high and low energy chains, there  is another DAC used to  
provide an analog signal for the  L3 trigger, see Fig. A .l. The ou tpu t of the  DAC 
is a  curren t proportional to  the  input voltage tim es th e  value a t the DAC d ip ta l  
inputs. After the  crystals have been calibrated, the  values on th e  DAC can be 
ad justed  so th a t each crystal gives an uniform ou tpu t current for a  given am ount of 
energy deposited in  the crystal. The 50 kfl resistor to  the  4-5 volt reference gives 
the  zero reference and  brings the  DAC into its  linear operating region. The resistor 
a t the ou tpu t keeps the ou tpu t voltage within the compliance range. The ou tpu t 
is coupled via a  1 p F  capacitor into the analog sum  load. The load is 100 fl to
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ground, so there  is a lOOpsec coupling tim e constant. The outputs of the DÂ C’s are 
summed in groups of th ree  on each ADC card. Since th e  DAC ou tp u t is a  current, 
the  sum m ation is done by just ccanecting th e  outputs.

T he last piece of analog circuitry on the ADC card is the test pulse gate. The 
test pulse is generated on the level-1 driver/receiver board. T he gate either passes 
th e  pulse to  th e  pream p or leaves an open circuit. T he gate consists of two FE T  
switches and two resistor dividers. The input signal is a ttenuated  by a  factor of 
30 by the  tim e it reaches the preamp input. The large a ttenuation  (and the two 
F E T  switches) ensures th a t no noise feeds in to  the pream p from  the test pulse line 
when th e  te s t pulse is disabled. T he attenuation  also prevents crosstalk between 
test pulses on nearby channels.

T he digital portion of the ADC card is prim arily th e  6305 single chip micro­
com puter. It requires very little d ip ta l support circuitry, only a  square wave clock 
produces by a crystal and  a  pair of CMOS inverters. There are also four CMOS 
inverters used to  buffer signals coming onto the board. The 6305’s are connected 
in  a token passing ring w ith common d a ta  bus and handshaking lines. The d a ta  
bus and handshaking lines a re  used to  com m unicate w ith the  next higher level of 
the readout. The token ring is used to  determ ine which of the 6305’s is currently in 
control of th e  d a ta  bus and handshake lines. Details about the token ring and the 
com m unication protocol will be discussed la ter. The resistors on th e  d is ta l  signal 
lines provide some protection in case of component failures by isolating each 6305 
signal line.

T he ADC cards are connected w ith a 40 conductor cable in groups of five to 
form  larger token passing rings. T h e  d a ta  bus, handshaking, and control lines are 
common to  all the microprocessors w ithin a ring and  a  carried on the  cable. The 
token snakes its  way through th e  ring via connections between successive micropro­
cessors. The token passes from  card to card via the cable. One end of the cable 
is connected to  a  level-1 driver/receiver card. This card  is th e  connection to  the 
upper levels of the readout.



Appendix B 

The D ata Collection System

The second and th ird  levels of the  readout are bo th  housed in  VME crates 
located in  the  counting room. There are sixteen level2’s and one level3 in each 
crate. T he same type of m icrocom puter is used for b o th  levels, a  conunercially 
built Mizar 8115. A ttached to  each processor is a  driver/reciever board th a t allows 
the level-2 to  communication with level-1, or level-3 to  conununicate with level-4.

The M izar 8115 is a VME compatible 16 bit m icrocom puter based on the Mo­
torola 68010 microprocessor. The board has 512k bytes of ‘dual-ported’ ram , i.e. 
the ram  can be read either by the local processor or from  the VME bus. It also 
has a Signetics 68681 serial inteface/tim er chip, an RS-232 serial interface on the 
front panel, sockets for two EPRO M S, and VM E bus interface circuitry. The only 
hardw are difference between the level2 and  3 m icrocoputers is th a t the  level3 runs 
slightly faster (12.5 MHz clock cycle) than  does level2 (10.0 MHz). A complete 
description of the  Mizar boards can be found in the  M izar 8115 reference m anual.

We chose the M izar because it had the lowest cost of the  VME microcomputers 
th a t satisfied our requirem ents, and also because it is a  ‘half-height’ VME module. 
Each slot in  a VM E crate accepts ‘full-height’ modules. The half-height Mizar 
has a  connector which can be used to  carry the local microprocessor signals to  an 
attached, custom  built, half-height card in the same VM E slot. This allows us 
to  directly a ttach  the driver/receiver boards to  the  processors, keeping the  pair of 
boards w ithin one VM E slot. The resulting system  is compact and  elegant. W ith 
a  standard full-height processor we would have needed another crate to  house the 
D /R  boards and another set of cables to  make the connection. W ith  the Mizar 
board  we require only the one VME crate and no cable. Elim inating the cable 
elim inates the  related noise problems.

The communication between levels 2 and 3 is done via the VME bus. A standard 
VM E crate is split, bo th  logically and physicaUy into two halves. A full height VME 
board  has two 96 pin connectors m ating it to the  back plane. AU 96 signals on the 
upper connector are used. They form the standard  (or unextended) VME bus. On
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the lower connector, 64 of the  pins are not bussed, but ra ther passed directly through 
to  another connector on the rear of the backplane. These 64 pins are intended to 
be used by modules which need to communicate w ith external devices. We use 
these 64 pins for the connection between th e  level-1 and level-2 driver/ receivers. 
The remaining 32 pins are bussed on the backplane. In norm al usage they form the 
extended (32-bit) VME bus. Since the  Mizars make no connection to  the  extended 
bus, we chose to  redefine the signals for our own needs.

The signals on VME bus are described in the  VME bus m anual. T he bus is 
completely asynchronous. An asynchronous bus allows each com ponent to  operate 
at its m axim um  speed, while not requiring any m inim um  speed. In our system , the 
three types on modules on the bus have widely varying performance. T he level- 
3 processor has a  80 ns cycle time, the level-2 has a  100 ns cycle tim e, and the 
static  memory board has a  215 ns cycle tim e. The asynchronous bus sdlows the 
faster com ponents of the system to  operate a t full speed when the  slower modules, 
notably the  memory board, are not in  use.

The VME bus has the capability for m ultiple bus m asters, i.e. any module on 
the bus can take control of the bus and request da ta  from any other module. We 
have found th a t m ultiple m asters leads to contention problems th a t greatly reduce 
the overall performance of the system . The basic point is th a t in a  non-synchronous 
system, each would-be m aster will request the bus w ithout regard to  the  requests 
of the  o ther processors. A fter a processor has requested the bus it is essentially 
stopped until it  receives control. W ith  16 processors each constantly accessing the 
bus, the  delays are enormous. To eliminate bus contention, we allow only the level-3 
processor to  control the  bus. In  fact, the backplanes is configured so th a t if  a  level-2 
a ttem pts to  request the bus, the request is blocked and an  error light goes on. The 
large memory of the mizar boards allows us to  buffer d a ta  in each level-2’s memory 
until the level-3 is ready to  accept it. The function of the  level-3 is essentially to 
move the d a ta  from the level-2 memory in to  the  fifo which then passes it to the 
level-4. The level-3 does not buffer any data . Additional buffering would only 
consume ex tra  clock cycles, since the  level-2 buffer is large enough for our purposes.

A nother module on the VME bus is the  CMOS sta tic  ram  m odule, referred to  
as ‘the ram -disk’. The ram-disk uses very low power CMOS static  ram s w ith a 
special stand-by mode. The module is battery  backed, so th a t it  retains d a ta  even 
when the power is shut off, em ulating the function of a  disk drive. T he ram-disk 
is used to  store the programs and param eters for the readout system . Initially the 
code and constants were downloaded from the DAQ com puter, via level-4, at the 
sta rt of each run. This was found to be too time consuming. Instead the  code and 
constants for all the processors in the  entire crate are stored on the  ram -disk, where 
they are rapidly accessible. The ram-disk itself is downloaded only when necessary
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to change the d a ta  taking param eters. Interestingly, the current consumed by the 
(512k bytes of) CMOS ram  is so low th a t the  battery  life is not reduced by powering 
the ram . The in ternal leakage current of the battery  is higher th an  th a t required 
by the ram .



A ppendix C 

The D river/R eceiver Boards

This appendix presents schematics, and some explanation to  make the schem at­
ics m ore useful, of three prin ted  circuits boards which were designed, laid out, 
constructed, tested , and installed as part of the au thor’s thesis work. O ther peo­
ple who did m ajor p arts  of the circuit design were Jon Bakken, P e te r Denes, and 
R ichard Sumner. The final version of the  T -board was laid  out by D. W right.

C.l Driving and Receiving

Pairs of driver/receiver cards are used to carry signals between the level-1 boards, 
m ounted on the  detector, to  the level-2 processors, located in the  counting room, as 
shown in Fig. C .l . All of the signals handled by the BGO readout system  above the 
level-1 ADC cards are d ig ta l. However, the T T L  and  CMOS logic used w ithin the 
level-1 and  level-2 circuits is incapable of transm itting  signals over long distance. 
The driver/receiver cards are used to  transla te  standard  logic levels to  and from the 
differential signals used to  transm it inform ation over th e  hundred m eters of cable 
between the level-1 boards and the upper levels of the  readout. The standard  logic 
levels are fed in to  high-current drivers which translate  the levels into differential 
pairs of high current signals. Each differential pair is carried along a cable, which is 
term inated  a t hoth  ends to  minimize reflections, to  a receiver. The receiver, after

level-1 level-2level-1
Driver/Receiver

level-2
Driver/Receiver

Figure C .l;  Position of the  driver/receiver boards
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Figure C.2: A differential driver/receiver pair

applying some hysteresis to  add noise im m unity, translates the pair of differential 
signals back into a  standard  TTL logic level. To improve the  reliability of the 
system , all of the  differential signals are unidirectional. The bidirectional d a ta  bus 
and token lines are transla ted  into pairs of unidirectional signals for tranmission 
across the cable.

The average switching cycle of the  signals is a few microseconds. The rise and fsdl 
times of the  differential signals are on the order of a  few tens of nanoseconds. There 
are 32 differential pairs per ring, and 128 rings in the BGO barrel. W ith  4096 signal 
pairs on 128 cables packed into a cross-sectional area of 80mm x  160mm carried 
over a  distance of a few hundred m eters, there is a large problem  w ith cross talk 
between the signals. In addition, the long length of the  cables an d  th e  sm all cross 
section of each wire combine to  produce a significant resistance along each wire 
(about ic o n ) , complicating the problems of term ination.

T he transm ission of digital signals over long distances is a common problem and 
there are commercially available integrated circuits designed for the  task . We chose 
to  use a  differential transceiver pair m anufactured by Advanced Micro Devices, the 
Am26LS31 and Am26LS32. Given this pm r of chips, the only remsuning question 
is how to term inate the ends. The m ost general term ination circuit is shown in 
Fig. C.2. The driver/receiver (D /R ) boards have all of the  connections necessary to 
im plem ent this general circuit. The boards were constructed w ith only fZ,, Æ,, and 
Ri.  This subset was found to  give good performance in tests done by P e te r Denes. 
In case o ther problems arise, it is still possible to  install the  o ther resistors.

The cable has a  characteristic im pedance of lOSfl , a DC resistance of 67(1 per 
100 yards, and a cross-section of 28 AWG. A relatively low cable im pedance was 
chosen to  ensure adequate current flow in  the wires in order to reduce the sensitivity 
to  m agnetically induced voltage differences and capacitively coupled noise. At LEP
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we will have 125 m eters of cable, at the test beam  we had  100 m eters. T he speed 
o f propagation of voltage differences in  wire is about 0.8c, therefore it  takes on the 
order of half a microsecond for the signal to  travel the length of the  wire. Since this 
is significantly longer th an  the rise tim e of the  signals, reflections of the  signals at 
the ends of the cable will be im portan t. To minimize reflections, the term ination 
resistance should be m atched to  the  characteristic im pedance of the  cable.

T he minimal term ination necessary is the resistor Rt. Since the  2632 has high 
im pedance inputs, the  resistor supplies all of the  term ination. The value of Rt 
chosen, 120 H, m atches the  im pedance of the cable. The outpu ts of the driver are 
nominally a t 0.6 and 3.0 volts. Neglecting R ,  and  th e  cable resistance, the  current 
required &om the driver is 20 milliamps, which is w ithin the allowed current range 
of the 2632. Therefore us can use the same term ination w ith a  short cable and 
Rr. This is the  configuration used for driver/receiver circuits th a t are separated by 
short distances, notable th e  T -board circuit discussed below. The actual current in 
long distance driver/receiver circuits is significantly lower, about 7 milliamps.

T he pair of resistors iZ, are designed to  prevent reflections a t th e  ou tputs of the  
driver. A value of 49 ft was selected so the series resistance of the pair m atches the 
im pedance of the cable. T he other set of resistors currently in  use, the  Ri, protect 
the  receiver inputs. Since the inpu ts are high im pedance the additional resistance 
has negligible effect on the performance.

We have provided space on the circuits for two other resistors, which we not 
found necessary to  install. T he resistor Rp could be used to provide a  load for the 
driver when no cable is plugged in. We have found tha t the  driver has sufficient 
in ternal protection th a t this is not necessary. The resistor is no t effective for term i­
nating  reflections because of the  driver has low im pedance ou tpu ts. The Rg provide 
for additional noise im m unity. If Rt were removed they could also be an alternate 
term ination  scheme on the receiving end.

C.2 The Level-1 Driver/Receiver

T he level-1 driver/receiver is a  relatively simple board. I t  basically consists of 
a  large num ber of copies of halves of the circuit described in the  preceding section. 
T here are three completely independent D /R  sections on each prin ted  circuit card. 
T he power is separately supplied to  each. The cards arc m ounted in  a smaller box on 
the  sides of the  boxes containing the ADC cards. There is a short cable connecting 
each D /R  to  its  associated set of ADC cards, and a  long cable th a t runs from  the 
level-1 D /R  to  th e  corresponding level-2 D /R . In  addition to  the  D /R  circuit, the  
cards have additional buffering on the signals sent to  the rings, some circuitry to 
perform  loop back tests of the da ta  bus and token lines, and a  puiser th a t supplies
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the test pulse to  the  ADC cards.
Since the  6305 m icrocom puter on the ADC cards is a CMOS device, the  logic 

levels of the  2631 ’s and  2632’s m ust be transla ted  to  CMOS levels. T his done w ith 
a CM OS buffer chip, the 74HC241. There are tw o resistors betw een the  CMOS 
buffer and  the  ring. T he resistor in series prevents th e  drivers in  th e  241’s from  
burning them selves ou t if th e  ou tp u t line is accidently shorted  to ground. T he pull- 
up  resistor brings the lines up to  th e  default s ta te  (-f5  volts) w hen they are not 
begin driven by a  6305.

T he loop back for testing  the  d a ta  bus lines is very simple. Since a ll of the 
differential signal lines are unidirectional, the  d a ta  on th e  level-1 d a ta  bus is always 
send up  to  level-2, regardless of w hether th e  d a ta  bus is being driven by level-1 or 
level-2. The level-2 m icrocom puter can test the  d a ta  bus lines b y  simply sending 
down a  given value and then  checking th a t the  sam e value is re tu rned . No additional 
circuitry  is necessary on the  level-1 D /R  to  perform  the  test.

T he token loop back is slightly more com plicated. In order to  test b o th  bi­
directional token lines w ith a single test line, we m ust switch which token is con­
nected to  the  test line when the token direction switches. The logic of th e  token 
drivers is arranged so th a t the  token line being sent from  level-2 to  level-1 is always 
re tu rned  to  level-2 via the  T O K R E T  line, regardless of the cu rren t token direction.

T he test pulse circuit is shown in Fig. C.3. T h e  DAC takes its d a ta  inpu ts from  
the  sam e d a ta  bus used by the  ADC cards. T h e  d a ta  is placed on the bus and 
then  th e  test pulse strobe is sent, latching the d a ta  in to  th e  DAC. T he DAC will 
continuously generate the selected voltage. T he 1458 op-am ps generate 4-V and 
-V. T he test pulse is generated when the  s ta te  of th e  te s t pulse ga te  line is toggled 
m aking the AD7512 analog switch between -f-V and  -V. Capacitive coupling on the 
ADC cards converts th e  voltage step in to  a curren t pulse. The voltage pulse is 
sent to  the  ADC cards by the  LF356 and the  LH0002. The two chips act together 
as a  single op-am p. T he LH0002 is a  high curren t buffer which can produce 100 
m illiam ps over a  voltage range of ±10  volts. This large cu rren t o u tp u t is necessary 
to  overcome the  large a ttenuation  of the  test pulse o n  the  ADC cards and  the 
pream p. T he test pulse is not precise enough to  be a  good m onitor o f the stability  
of th e  ADC. It is used to  provide a  check th a t each ADC channel is functioning.

C.3 The Level-2 Driver/Receiver

T h e level-2 driver/ receiver (L2DR) is the  connection between th e  level-2 micro­
com puter and  the  ADC cards (via th e  level-1 D /R ). In add ition  to  th e  D /R  circuits 
described above, the  board also contains a  68230 parallel interface an d  tim er chip for 
interfacing to  the  level-2 m icroprocessor, circuitry for reading trigger signals off the



c.3. The Level-2 D river/Receiver 165
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Figure C.3: The test puiser

backplane of the (VM E) readout crates, and a  circuit th a t performs handshaking 
w ith the level-1 microprocessors in  hardware.

The 68230 is a  standard  part th a t is commonly used to  add  I /O  ports to  the 
68010 microprocessors used in the level-2 m icrocom puter. I t provides a  large num ­
ber of program m able ou tpu t lines and requires only minimal support circuitry. It 
also provides a  programmable tim er, which we have wired to  cause an  in terrup t 
after a program m able delay. Of particular in terest on the 68230 are the handshake 
lines. These can be program m ed to perform  a  variety of handshaking protocols 
independent of the microprocessor.

We have made use of this feature to  do handshaking w ith the  level-1 processors 
w ithout requiring the a tten tion  of the 68010. P rototypes of the readout system  
polled the handshake lines via software. This wastes significant am ounts of tim e 
because the level-1 processor cannot send the  next byte of d a ta  un til the  level-2 is 
finished w ith the previous one. A faster solution is to  im plem ent the  handshaking 
in hardw are. However, the  readout system  is very susceptible to  noise on the hand­
shake lines. If noise causes the level-2 to  read the  wrong s ta te  on the  handshake line, 
synchronization w ith the  level-1 processors wiU be lost. This normally results in  
the  rest of the  d a ta  for th a t event being lost. The noise observed in  the prototypes 
was mainly very short ‘glitches’. The solution to  the  glitch problem  was to  always 
read tvrice, and accept th a t the line had changed sta te  only if bo th  reading were the 
same. This technique is referred to  as ‘deglitching’. To perform  the handshaking in  
hardw are, it  is necessary to  add the deglitching w ith hardw are.

The circuit of Fig. C.4 im plem ents th e  same algorithm  in  hardw are. HO is 
the  inpu t handshake line which is sampled constantly. If it  differs from  the counter 
ou tpu t Q2 then the counter begins to count. The counter m ust count for four cycles 
before Q2 changes state. If HO reverts to  It previous sta te  before the  count reaches
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Figure C.4; T he hardw are deglitcher (P R O E  circuit)

four, th e  counter will be reset. If  the  count reaches four w ithout HO reverting  to  its 
previous s ta te , then  the  Q2 will take th e  sam e s ta te  as HO and  the count will stop. 
T hen  we have the  sam e situa tion  as we had  initially, bu t w ith  the  polarities reversed. 
Since HO m ust rem ain  in  a given s ta te  for four counts before the  coun ter changes 
s ta te , glitches will be ignored. T he o u tp u t of the  flip-flop QHO is a ‘de-glitched’ 
version of HO. T his circuit is referred to  as the  P rinceton  Read O ut Engine, or 
PR O E .

For flexibility, there is a small am ount of additional circuitry  on the L2DR th a t 
controls w hether the  handshaking is done in hardw are or software. There is also a  
la tch  which is necessary to  do a  loop back te s t of th e  d a ta  lines betw een the  level-1 
and  2 D /R ’s. T he la tch  is needed because the  d a ta  bus lines on the  68230 are 
bidirectional, unlike the  D /R  lines. To do the  te s t one drives the  d a ta  bus w ith 
level-2, sets th e  la tch , changes the  bus d irection, and  th en  reads th e  d a ta  off the  
latch . In  norm al use the  la tch  is always set to  tran sp aren tly  pass d a ta .

As previously discussed the  hierarchy of the  readout is split a t th e  level-2 crate. 
T he d a ta  readout from  th e  ADC cards is sent up  through th e  up p er levels, bu t the 
trigger and  tim ing signals are connected directly  to  the  m ain trigger system . The 
L2DR m akes the  connection to  th e  trigger system  for levels 1 and  2. T he trigger 
and  tim ing  signals, and  also th e  BG O  readout system  event num ber, are passed 
along a  special bus on th e  lower half o f th e  VM E backplane. A list of these signals 
is given in  Table C .l .

T he event num ber is passed th ru  s ta n d a rd  T T L  buffers and  is read  directly
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We use Bn to  indicate line n  on the lower VME backplane. Pins B2, B12, B22, and B31 are 
ground connections. Pins BI, B13, and B32 are +5 volt connections. The power connections 
are defined by the international VME standard. The other pins are used for signal specific 
to the L3-BG0 readout system. Pins B3-B20 (excluding power pins) carry signals EVO thru 
EY15 which form a sixteen bit event number placed on the bus by T-board. The signals 
are positive logic: a high signal indicates a  1 and a low signal indicates a  0. The remaining 
pins are control signals and are desribed below.

B21 LEVEL3-G0 is sent from the T  BOARD to the level-3 processors. It cannot be read 
by the level-2 processors.

B23 LEVEL2-G0 is sent from the level-3 processor to  the level-2 processors. It can also 
be read by the T-board.

B24 LEVEL2-AFU is the OR of the AFU signals from all the level 2 processors in the 
crate. It can be read by level-3 and the T-board. LEVEL2-AFU = L indicates that 
at lesst one level-2 processor is AFU’ed.

B25 6305BVSY is the OR of the busy signals of all of the 6305s connected to level-2 boards 
in the crate. 6305BUSY = L indicates that at least one 6305 is busy.

B26 68KBUSY is the OR of the busy signals of aU the 68K level 2 processors in the VME 
crate. 68KBUSY — L indicates that at least one level-2 processor is busy.

B27 INTERRUPT is the interrupt line for the level-1 and level-2 processors. The interrupt 
occurs on the negative-going edge. Level-1 requires a positive-going edge for the 
interrupt, so this signal is inverted before being sent to the level-1 D /R boards.

B28 TEST PULSE GATE is the gate for the test pulse produced on the level-1 D /R 
boards. It is passed through the level-2 boards unchanged.

B29 SAMPLE/HOLD is the sample/hold for the analog electronics on the level-1 boards. 
It is passed through the level-2 boards unchanged.

B30 RESET PREAMP is the reset for the analog electronics on the level-1 boards. It is 
passed through the level-2 boards unchanged.

Event number 
signal pin signal pin signal pin signal pin
EVO B3 EVl B4 EV2 B5 EV3 B6
EV4 B7 EV5 B8 EV6 B9 EV7 BIO
EV8 B ll  EV9 B14 EVIO B15 E V ll B16
EV12 B17 EV13 B18 EV14 B19 EV15 B20

Table C .l: Signals on the level-2 auxiliary VM E backplane
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by the level-2 processor. The other input signals to  the  L2DR are buffered and 
sent to  the LID R . The trigger in terrup t is also sent to  the level-2 processor. The 
three o ther inputs signals are timing signals for the  ADC cards. I t is im portan t 
th a t the circuitry involved with these signals be kept to  a  m inim um  in order to  
minimize tim ing errors due to  variations in propagation delays. The level-2 can 
neither m onitor nor control these signals. T he L 30U T  signal is buffered and sent 
to  the level-2 processor. It allows a  quick means of comm unication between the 
level-2 and 3 processors. The busy signals and the  error line from all of the level-2's 
are open collector O R ’ed on the  backplane. The busy signal and also the  in terrupt 
for each ring of ADC cards can be disabled by level-2 m icrocom puter th a t controls 
the  ring.

C.4 The T-Board

The trigger and tim ing signals, as shown in Table C .l ,  are brought on the 
auxiliary bus in the  readout crate by another card, which, for historical reasons, is 
called the  term ination board or T-board. The T-board is basically just another set of 
driver/receiver chips th a t interface with an analogous m odule in the  trigger system. 
The m ajority  of the  printed circuit real estate is taken up by driver and receiver 
chips. Since the two boards are located in  the  same room , the full term ination 
scheme used on the L ID R  and  L2DR is not needed. Only the single resistor Rt, 
see Fig. C.2, is used. The signals are buffered before being put on the auxiliary bus 
using standard  TT L  buffers in  accord w ith VM E standards.

T he signals which indicate th a t the readout system  is busy, however, are slightly 
more complicated. The busy signals from  each readout crate m ust be O R ’ed to ­
gether. Since differential signals can not be open-coUector O R ’ed, the busy’s make 
a daisy chain through the readout crates. One readout crate is a t the beginning 
of the chain. The T-board for th a t crate collects all of the  busy signals generated 
hy processors w ithin the  readout crate and passes the  combined signal to  the  next 
crate in  the chain. The T -board in the next crate collects the  busy signals within 
the crate  and O R ’s them  w ith the signal from the first T -board. This signal is sent 
to the following crate in  the chain which O R ’s in  its  own busy signals. The last 
T -board in the chain sends the signal, which is the  logical O R  of every busy signal 
in every crate, to  the trigger system.

T he T-board also has circuitry to  generate a latched busy and a  VME reset 
pulse. These are both  controlled by the  level-3 processor via commands on the 
VME bus. The latched busy is used during system start-up  to  prevent spurious 
triggers before the system  is initialized. The reset is used to  pu t all of the  level-2 
(and the  level-3) processors in to  a  known sta te . In  addition, the  board has a large
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num ber of light em itting diodes to  provide diagnostic inform ation about the  sta te  
of the readout.
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Parts needed for one channel of the Level-1 driver/receiver:
Integrated circuits:
Part Description
2631 driver
2632 receiver
74HC241 cmos tri-state buffer 
DAC0830 latching DAC 
LH0002 current source 
REFOl lOV voltage reference 
MC1458 dual op-amp 
AD7512 analog switch 
LF356 op-amp

Number
3

Pins
16
16
20
20
10
8
8
14
8

Resistors in SIP packages 
Label Number Description 
Required resistors:
R1,R2 10 8 pin sip isolated
R3 5 8 pin sip isolated
R8 5 6 pin sip pull-up
R9 2 6 pin sip pull-up
RIO 2 8 pin sip isolated
Rll 1 8 pin sip pull-up
R6/R7 6 8 pin sip isolated
Optional resistors:

IK ohm 
120 ohm 
IK ohm 

2OK ohm 
470 ohm 
2OK ohm 
47 ohm

Bourns 
Bourns 
Bourns 
Bourns 
Bourns 
Bourns 
Dale 3

4608X-102-102
4608X-102-121
4606X-101-102
4606X-101-203
4608X-102-471
4608X-101-203
-470G

R4 5 10 pin sip pull down 2.2K ohm
R5 3 8 pin sip isolated 120 ohm
Individual resistors :
Label Number Description
R1,R2,R6 3 2.5K ohm 1% tolerance
R3,R4 2 5.OK ohm 1% tolerance
R5 1 100 ohm (0.4 inch size)
R7,R8 2 470 ohm (0.3 inch size)

Capacitors :
21 O.OluF bypass capacitors (0.1 inch size)

Connectors :
1 VME type 64 pin connector, male, right angle, solder
1 40 pin, no locking flanges, male, right angle, solder
1 8 pin Molex power connector, locking, right angle

with white plastic spacer mounted underneath

DIP socket for LH0002:
1 10-pin dip socket
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Parts needed for one Level-2 driver/receiver board:
Integrated circuits :

Description Number Pins
Parallel I/O chip 1 48
driver 5 16
receiver 3 16
nor gate 1 14

note that the 74SO2 must be S 
74LS08 and gate 1 14

Schmitt trigger inverter 2 14
high current buffer 1 14
or gate 1 14
flip-flop 1 14

74LS125 quad tri-state buffer 1 14
74LS138 3 to 8 decoder 1 16
74LS193 counter 1 16
74LS244 octal tri-state buffer 2 20
74LS373 octal latch w/tri-state output 1 20
8T380 bus receiver 1 14
8 MHz clock generator 1

Part
68230
2631
2632 
74S02

74LS14
7417
74LS32
74LS74

Resistors in SIP packages 
Label Number Description
Required resistors:
R1,R2 6 B pin sip isolated IK ohm Bourns 4608X-102-102
R3 3 8 pin sip isolated 120 ohm Bourns 4608X-102-121
R6,R7 10 8 pin sip isolated 47 ohm Dale 3-470G
Optional resistors:
R4 3 10 pin sip pull down 2.2K ohm
R5 5 8 pin sip isolated 120 ohm

Individual resistor:
RI 1 3.3k ohm 1/8 watt
Capacitors : 
C 22
C2 1

O.OluF bypass capacitors (0.1 inch size) 
S.OuF bypass capacitors (0.1 inch size)

Connectors : 
P2 1
SI 1

VME type 96 pin, male, right angle, solder 
VME type 96 pin, female, right angle, solder

DIP socket for 68230:
1 48 pin solder socket
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Parts needed for one T-board:
Integrated circuits:
Part Description Number Pii
2631 driver 2 16
2632 receiver 7 16
74LS08 and gate 1 14
74LS14 Schmitt trigger inverter 2 14
7417 high current buffer 2 14
74LS27 nor gate 1 14
74LS30 8 input nand gate 2 14
74LS123 one shot 1 16
74LS125 tri-state buffer 1 14
74LS138 3 to 8 decoder 1 16
74LS244 octal tri-state buffer 2 20
74LS245 octal tri-state buffer 3 20
8X380 bus receiver 1 14

Resistors in SIP packages 
Label Number Description
Required resistors :
RSI 7 8 pin sip isolated 120 ohm Bourns 4608X-102-121
RS2 2 6 pin sip pull-up IK ohm Bourns 4606X-101-102

Individual resistors:
RI 1 3.3k ohm 1/8 watt resistor
Capacitors :
C 22 O.OluF bypass capacitors (0.1 inch size)

Connectors :
P1,P2 2 VME type 96 pin, male, right angle, solder
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