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1. I recommend that we switch to the Standard European convention of putting a space be-
tween a citation and the preceding word. Thus, CHOOZ experiment [7] rather than CHOOZ ex-
periment[7]. This change requires tinkering with some LaTeX setup file, so I have not been able
to enforce it myself. I have put spaces in front of citations, but they don’t appear in the output, in
general.

2. Looking at[7],
http://puhep1.princeton.edu/˜mcdonald/examples/neutrinos/apollonio epj c27 331 03.pdf
we see the convention refered to in comment 1, and we see that they spell it CHOOZ and not
Chooz.

3. I notice that the typography of the references does not quite follow the conventions recom-
mended in db-latex.tex. I have changed the references to do so. While these changes are mostly
invisible, experts can detect them. Also, a few bad references have been fixed....

4. I have put the hyphen in compount adjectives, as beloved by Phys. Rev. editors.
5. We should never write “errors” in a formal document, only “uncertainties”!!!! (We should also

speak this way, but I know that won’t happen.
6. Ref 6dchooz has been updated to point to a very recent document. I added Vogel’s paper

to ref 7illbeta.
7. The big issue is that there seems to me to be a large gap in the structure of chaps 1-3.

Namely, we don’t introduce the concept/principle of our measurement anywhere. Chap 1 talks
about physics – that we can an should measure sin2 2θ13. Chap 2 jumps in to talk about uncertain-
ties on a measurement that has never been defined. Chap 3 talks about the equipment needed
to make the measurement – without quite saying what the measurement is. So, I’m making an
attempt at writing what seems to me to be the missing section. I will place it as sec. 2.1. However,
it could be be that we should swap chaps. 2 and 3 (and use the new section as sec. 2.1 of the
chapter on the experimental overview). It could that the new section should be used to enlarge
sec. 1.4.



2 Principle of the Measurement of sin2 2θ13, Sensitivity & Systematic Uncertainties

2.1 Principle of the Measurement of sin2 2θ13

The Daya Bay Reactor Neutrino Experiment will measure the disappeance of electron antineutrinos (ν̄ e)
as a function of distance from their production in the Daya Bay reactor complex. As discussed in sec. 1.3.1,
the probability that an antineutrino that is created as a ν̄ e of energy E remains a ν̄e after traveling a distance
L can be written as

Psur = 1 − Pdis ≈ 1 − A(E, L) sin2 2θ13, (1)

where the “analyzing power” A for E ≈ 1-10 MeV and L < 2 km has the form

A(E, L) = sin2 Δ31 = sin2
[
1, 267Δm2

31(eV/c2)2
L(km)

E(MeV)

]
≈ sin2

[
2.8

L(km)
E(MeV)

]
, (2)

using the current best estimate[29] that the neutrino mass splitting parameter Δm 2
31 is 2.2± 0.5 (eV/c2)2.

2.1.1 One detector, one reactor, one distance

If a single neutrino detector is placed at a distance L from a single nuclear reactor, the number N (E) of
detected neutrino interactions in an interval dE about energy E during time t can be written as the product

N (E) =
φr(E, dE, t)

L2
rd

pν̄Mdεd(1− A sin2 2θ13) ≡ φrK

L2
rd

(1− A sin2 2θ13) (3)

where φr(E, dE, t) is the total flux at unit distance of antineutrinos from the reactor during time t in interval
dE about E , Lrd is the distance from the reactor to the detector, p ν̄e is the probabilityof a neutrino interaction
ν̄e + p → n + e+ per unit detector mass, Md is the detector mass, εd is the detection efficiency, and
K = pν̄eMdεd.

The spectrum of reactor antineutrinos falls with energy, while the cross section for rises with energy. As
shown in Fig. 2.1 the most probable energy for observation of inverse β decay is for an antineutrino energy
of 4 MeV.

Fig. 2.1. The ν̄e production rate in a nuclear reactor, the cross section for inverse β
decay, and the probability of observation of the inverse beta decay process in a reactor
neutrino experiment, as a function of the energy of the antineutrino. I “stole” this
figure from the V3.3 proposal. Can we get a better copy? Should we add a
reference here?
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Clearly, the distance Lrd should be chosen such that the analying power A is maximal. Using Δm 2
31 =

2.2 (eV/c2)2 in eq. (2), the analyzing power would be 1 for L = 2.25 km and E = 4 MeV.
In principle, a determination of sin2 2θ13 can be made using eq.(3) using a single detector at a single

distance from a single reactor. The distance L can be well measured, the neutrino flux φ can be calculated
reasonably well from measurement of the reactor power[27], but the factor K is not well known in practice.
Hence, extensions of the measurement technique are desirable that reduce the dependence of the result for
sin2 2θ13 on the product φK.

2.1.2 One detector, one reactor, two distances

If a single detector is operated at different times at two distances L 1 and L2 from a single reactor, two
sets of neutrino interactions N1 and N2 can be observed. The ratio of these observations is

N2

N1
=

1 − A(L2) sin2 2θ13

1 − A(L1) sin2 2θ13
, (4)

assuming that the factors φr and K are independent of time.
To minimize the time of the experiment, L1 should be much less than L2. Then if A(L2) ≈ 1 we have

A(L1) ≈ 0 and
N2

N1
≈ 1− sin2 2θ13, sin2 2θ13 ≈ 1− N2

N1
. (5)

Thus, the use of two distances, usually called “near” and “far”, largely eliminates the dependence of the
measurement of sin2 2θ13 on the imperfectly known quantities φ r and K .

Note that from the two measurements, N1 and N2, the unknown product φrK is determined as well as
sin2 2θ13.

2.1.3 Two detectors, one reactor, two distances

One way to improve the statistical accuracy of the measurement of sin2 2θ13 in a fixed time is by use of
multiple detectors.

For example, if Nij is the the number of antineutrino interactions observed in detector i when at distance
Lj from the reactor, then

Ni,j =
φrKi

L2
j

(1 − A(Lj) sin2 2θ13). (6)

The value of the constant Ki could well be different for different detectors. To minimize the effect of the
possible variation of the constant K i between detectors, they should not be operated at a single distance.
Rather, each detector should be operated in turn at both distances L 1 and L2, which requires “swapping” the
two detectors at the midpoint of the duraction of the experiment. Then, if A(L 1) ≈ 0 and A(L2) ≈ 1, we
measure

sin2 2θ13 ≈ 2 − N1,2

N1,1
− N2,2

N2,1
. (7)

Note that the four measurements Ni,j suffice to determine the four unknown quantities sin2 2θ13, φr,
K1 and K2.

2.1.4 8 detectors, 6 reactors (the Daya Bay Reactor Neutrino Experiment)

Nuclear reactor complexes typically have more than one reactor. If we observe antineutrino interactions
from m reactors with a set of n detectors, there are m + n + 1 unknowns, sin2 2θ13, The reactor fluxes φj

for j = 1 to m, and the detector constants K i for i = 1 to n.
A single configuration of the detectors around the reactors leads to the observation of n numbers of

events in the n detectors. If k different configurations are the detectors are used over the course of the
experiment, a total of kn measurements are made. If sin2 2θ13 is to be determined with no dependence on
the m + n fluxes and detector constants, then kn must be greater than or equal to m + n + 1.
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The Daya Bay reactor complex will have m = 6 reactors operational by the completion of the ex-
periment. To determine sin2 2θ13 independent of the Ki and the φj with only two detector configurations
requires a minimum of n = 7 detectors.

The proposal is to use 8 detectors, arrayed in two “near” groups of two detectors, and one “far” group
of 4 detectors, as shown in Fig. 2.2.

Fig. 2.2. Layout of the Daya Bay reactor neutrino experiment.

To a first approximation, the analyzing powers (2) are unity for detectors and the far site, and zero for
detectors at the near sites.

We consider two configurations, indicated by superscripts (1) and (2), that in configuration 1 detectors
1-4 are at near sites while detectors 5-8 are at the far site. Then, in configuration 2 detectors 1-4 are at the
far site and detectors 5-8 are at near far sites.

The observed rates N
(k)
i of antineutrino events in the 8 detectors can be written as

N
(1)
i = Ki

6∑
j=1

φj

(L(1)
i,j )2

, i = 1-4, (8)

N
(1)
i = Ki

6∑
j=1

φj

(L(1)
i,j )2

(1 − sin2 2θ13), i = 5-8, (9)

N
(2)
i = Ki

6∑
j=1

φj

(L(2)
i,j )2

(1 − sin2 2θ13), i = 1-4, (10)

N
(2)
i = Ki

6∑
j=1

φj

(L(2)
i,j )2

, i = 5-8, (11)

We form the 8 ratios,

N
(2)
i

N
(1)
i

=

∑6
j=1

φj

(L
(2)
i,j )2∑6

j=1
φj

(L
(1)
i,j )2

(1 − sin2 2θ13) = ρ(1− sin2 2θ13) i = 1-4, (12)
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N
(1)
i

N
(2)
i

=

∑6
j=1

φj

(L
(1)
i,j )2∑6

j=1
φj

(L
(2)
i,j )2

(1 − sin2 2θ13) =
1
ρ
(1− sin2 2θ13) i = 5-8, (13)

where

ρ =

∑6
j=1

φj

(L
(2)
i,j )2∑6

j=1
φj

(L
(1)
i,j )2

(14)

is the ratio of the sums of the reactor fluxes weighted by distance in the two configurations of the experiment.
Our measurement of sin2 2θ13 is then

sin2 2θ13 = ρ
4∑

i=1

N
(2)
i

N
(1)
i

+
1
ρ

8∑
i=5

N
(1)
i

N
(2)
i

. (15)

2.2 Needs a name

The control of systematic uncertainties is critical to achieving the sin 2 2θ13 sensitivitygoal of this exper-
iment. The most relevant previous experience is the CHOOZ experiment[7] which obtained sin 2 2θ13 < 0.17
for Δm2

31 = 2.5× 10−3eV2 at 90% confidence level don’t use undefined abbreviations such as “C.L.”,
the best limit to date, with a systematic uncertainty of 2.7% and statistical uncertainty of 2.8%. In order
to achieve a sin2 2θ13 sensitivity below 0.01, both the statistical and systematic uncertainties need to be an
order of magnitude smaller than CHOOZ. The projected statistical uncertainty of the Daya Bay far detec-
tors is 0.2% with three years data taking. In this section we discuss our strategy for achieving the level of
systematic uncertainty comparable to that of the statistical uncertainty. Achieving this very ambitious goal
will require extreme care and substantial effort that can only be realized by incorporating rigid constraints
in the design of the experiment.

There are three main sources of systematic uncertainties: reactor, background, and detector. Each source
of uncertainty can be further classified into correlated and uncorrelated uncertainties.

2.3 Reactor-related uncertainties

For a reactor plant with only one core, all uncertainties from the reactor, correlated or uncorrelated, can
be canceled precisely by using one far detector and one near detector (assuming the average distances are
precisely known)[22]. In reality, the Daya Bay Power Plant has four cores in two groups, the Daya Bay Plant
and the Ling Ao Plant. Another two cores will be installed adjacent to Ling Ao, called Ling Ao II, which
will start to generate electricity in 2010. Fig. 2.2 shows the locations of the Daya Bay cores, Ling Ao cores,
and the future Ling Ao II cores. Superimposed on the figure are the tunnelling scheme and the proposed
detector sites. The distance between the two cores at each reactor site, called a pair here, is about 88 m. The
Daya Bay pair is 1100 m from the Ling Ao pair, and the maximum span of cores will reach 1600 m when
Ling Ao II starts operation.

Reactor systematic uncertainties are associated with leave out “uncertainties in” the power levels of
the different cores and the effective locations of the cores relative to the detectors.

2.3.1 Power fluctuations

Typically, the measured power level for each reactor core will have a correlated (common to all the
reactors) uncertainty of the order of 2% and an uncorrelated uncertainty of similar size. Optimistically, we
may be able to achieve uncorrelated uncertainties of 1%, but we conservatively assume that each reactor has
2% uncorrelated uncertainty in the following. If the distances are precisely known, the correlated uncertain-
ties will cancel in the near/far ratio. In the multiple-reactor (> 2) case one cannot separately measure the
event rate from each reactor. We will measure the following combination of ratios in the event rates of the
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far and near detectors:

ρ =

[
α
∑
r

φr

(LDB
r )2

+
∑
r

φr

(LLA
r )2

]/∑
r

φr

L2
rf

(16)

where φr is the antineutrino flux at unit distance from core r, L rf is the distance from reactor r to the far
site, LDB

r (LLA
r ) is the distance from reactor r to the near Daya Bay (Ling Ao) site, and α is a constant

chosen to minimize the sensitivity of ρ to the relative reactor power levels. The optimal choice of α �= 1
will substantially reduce the systematic uncertainty associated with uncorrelated reactor power levels while
introducing a slight increase in the statistical uncertainty. The correlated uncertainties of the reactors are
common to both the numerator and denominator of the ratio ρ, and therefore will be cancelled.

We assume a detector configuration shown in Fig. 2.2, with two near sites at ∼ 500 m baselines to
sample the reactor cores and the far site at an average baseline of ∼ 1800 m. For an uncorrelated uncertainty
of 2% for each core and optimal choice of α, Table 2.1 shows the estimated reactor power contribution to
σρ (i.e., the uncertainty in the ratio combination ρ) for the two cases of 4 reactor cores and 6 reactor cores.

2.3.2 Location uncertainties

The location of the reactor cores will be determined to a precision of about 30 cm. We assume that the
location uncertainties are uncorrelated, and so their combined effect will be reduced by ∼ √

Nr where Nr

is the number of reactor cores. The resulting uncertainty in the far/near event ratio is estimated to be 0.08%
for the near baseline of ∼ 500 m.

Number of cores σρ(power) σρ(location) σρ(total)

4 0.035% 0.08% 0.087%
6 0.097% 0.08% 0.126%

Table 2.1. Reactor-related systematic uncertainties for different reactor configurations.
The uncorrelated uncertainty of a single core is assumed to be 2%.

2.3.3 Spent-fuel uncertainties

2.4 Detector-related uncertainties

For the detector-related uncertainties, we consider the CHOOZ results as a reference, and then compute
2 values for the Daya Bay case: baseline and goal. The baseline value is that we expect to be achievable
through essentially proven methods with perhaps straightforward improvement in technique and accounting
for the fact that we need to consider only relative uncertainties between near and far detectors. The goal
value is that which we consider reachable through improved methods and extra care beyond the level of
previous experiments of this type. The results are summarized in Table 2.2 and discussed in the rest of this
section.

2.4.1 Target mass and H/C ratio

The antineutrino targets are the free protons in the detector, so the event rate in the detector is propor-
tional to the total mass of free protons. The systematic uncertainty in this quantity is controlled by precise
knowledge of the relative total mass of the central volumes of the detector modules as well as filling the
modules from a common batch of scintillator liquid so that the H/C ratio is the same to high precision.

The mass of the central detector is accurately determined in several ways. First the detector modules
will be built to specified tolerance so that the volume is known to ∼ 0.1% (typically <1 mm dimension
out of several meters). We will make measurements of these volumes after construction to characterize
them to higher precision than 0.1%. We plan to fill each module from a common stainless steel tank at a
controlled constant temperature. We will measure the fluid flow using premium grade precision flowmeters

6



Source of uncertainty CHOOZ Daya Bay
Baseline Goal

# protons H/C ratio 0.8 0.2 0.1
Mass - 0.2 0.02

Detector Energy cuts 0.8 0.2 0.05
Efficiency Position cuts 0.32 0.0 0.0

Time cuts 0.4 0.1 0.03
H/Gd ratio 1.0 0.1 0.1
n multiplicity 0.5 0.05 0.01
Trigger 0 0.01 0.01
Live time 0 < 0.01 < 0.01

Total detector-related uncertainty 1.7% 0.38% 0.15%

Table 2.2. Comparison of detector-related systematic uncertainties (all in percent, per
detector module) of CHOOZ experiment and projections for Daya Bay. Baseline val-
ues for Daya Bay are achievable through essentially proven methods, whereas the goals
should be attainable through additional efforts described in the text.

with a repeatability specification of 0.02%. Several flowmeters will be run in series for redundancy. Residual
topping up of the detector module to a specified level (only about ∼ 20 kg since the volume is known and
measured) is measured with the flowmeters as well. We aim for a goal of 0.02% relative precision on the
central detector mass based on the specification of the flowmeters. We quote a baseline of 0.2%, which
should be fairly straightforward even if we rely on the absolute calibration of flowmeters alone.

The absolute H/C ratio was determined by CHOOZ using scintillator combustion and analysis to 0.8%
precision based on several laboratories. We will only require that the relative measurement on different
samples be known, so an improved precision of 0.2% or better is expected.

We are presently engaged in a program of R&D with the goal of measuring the relative H/C ratio
in different samples of liquid scintillator to ∼ 0.1% precision. We are exploring two different methods
the achieve this goal: precision NMR and neutron capture. The neutron capture method would need to be
utilized before the introduction of Gd into the scintillator, but could be used to precisely characterize the
organic liquids used in the liquid scintillator cocktail. In principle, the NMR method could be used on the
final Gd-loaded scintillator.

In addition, we will need to determine the relative H/C ratio in the gamma catcher liquid scintillator to
about 1%. This is to control the relative amount of “spill-in” events where a neutron generated in the gamma
catcher is captured in the Gd-loaded scintillator after thermal diffusion. Differences in spill-in and spill-out
fractions between different detector modules must be understood, and the H/C ratio in the gamma catcher
must be determined to 1% to insure that we can achieve the baseline systematic uncertainty in Table 2.2.

As discussed in 2.5.1 below, we intend to deploy the detector modules in designated pairs. For each
of the 4 pairs, one detector will be at a near site and one at a far site. We plan to fill the detector module
pairs simultaneously from the same batch of scintillator (for Gd-loaded and gamma-catcher as well). Thus
each pair should have identical H/C ratio, and the event ratio of this pair will have no contribution from this
potential source of error.

2.4.2 H/Gd ratio

Neutrons are thermalized during their first 10μs of existence in the detector central volume. Thus for
times longer than 10μs the delayed neutron capture events will exhibit an exponential time constant, τ ,
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related to the average concentration of Gd in the detector module. The rate of capture, Γ ≡ 1/τ , is given by:

Γ = ΓGd + ΓH = [nGdσGd + nHσH ]v . (17)

The fraction of neutrons that capture on Gd rather than H is then

fGd =
1

1 + ΓH/ΓGd
(18)

and we would like to know this relative fraction between different detector modules to ∼ 0.1%. Thus we
must measure the time constants τ for different detector modules to a relative precision of 0.2 μsec. The
value of τ is expected to be about 30 μsec , so we need to measure it to about 0.5% relative precision. Such
a measurement requires measuring about 30,000 neutron captures, which can be done in a few minutes with
a neutron source. The CHOOZ experiment measured the (absolute) ∼ 30μsec capture time to ±0.5μsec
precision.

2.4.3 Energy cut efficiency

To reject uncorrelated backgrounds, CHOOZ employed a positron energy threshold of 1.3 MeV. This
cut resulted in an estimated error of 0.8%. The improved design of the Daya Bay detector and shielding
makes it possible to lower this threshold to below 1 MeV while keeping uncorrelated backgrounds as low as
0.1%. The threshold of visible energy of neutrino events is 1.022 MeV. Due to the finite energy resolution of
∼ 12% at 1 MeV, the reconstructed energy will have a tail below 1 MeV. The systematic error associated with
this cut efficiency is studied by Monte Carlo simulation. The tail of the simulated energy spectrum is shown
in Fig. 2.3 with the full spectrum shown in the inset. For this simulation, 200 PMTs are used to measure
the energy deposited in a 20-ton module. The energy resolution is ∼ 15% at 1 MeV. The inefficiencies are
0.32%, 0.37%, and 0.43% for cuts at 0.98 MeV, 1.0 MeV, and 1.02 MeV, respectively. Assuming the energy
scale error is 2% at 1 MeV, this inefficiency variation will produce a 0.05% error in the detected antineutrino
rate.

Another issue is the neutron detection efficiency associated with the signal from capture of neutrons on
Gd in the central detector volume. An energy threshold of about 6 MeV will be employed to select these
delayed events, and the efficiency of this criterion may vary between detector modules depending upon the
detailed response of the module. However, this can be calibrated through the use of radioactive sources
(see Chapter 8) and spallation neutron captures. The KamLAND detector gain is routinely (every 2 weeks)
monitored with sources, and a relative long-term gain drift of ∼ 1% is readily monitored with a precision
of 0.05%. According to our Monte Carlo simulations, a 2% energy uncertainty at 6 MeV results in a 0.5%
uncertainty in the neutron detection efficiency. We intend to calibrate the detector modules with a precision
comparable to the KamLAND experience. This would enable us to achieve an improved neutron detection
efficiency uncertainty of ∼ 0.013%.

2.4.4 Position and time cuts

Due to the design of the detector modules, the event rate is measured without resort to reconstruction
of the event location. Therefore the error in the event rate is related to the physical parameters of the central
volume. We do not anticipate employing cuts on reconstructed position to select events.

However, the time correlation of the prompt (positron) event and the delayed (neutron) event is a critical
aspect of the event signature. Matching the time delays of the start and end times of this time window
between detector modules is crucial to reducing systematic uncertainties associated with this aspect of the
antineutrino signal. If the starting time (∼ 0.3μsec) and ending time (∼ 200μsec)of the delayed event
window is determined to ∼ 10 nsec precision, the resulting error associated with the lost event fraction is
∼ 0.03%. We will insure that this timing is equivalent for different detector modules by slaving all detector
electronics to one master clock. We estimate that with due care, the relative neutron efficiency for different
modules due to timing is known to ∼ 0.03%.
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Fig. 2.3. Spectra of prompt energy for true energy, simulated energy (Geant Energy),
and reconstructed energy at around 1 MeV. The full spectrum is shown in the inset,
where the red line corresponds to the true energy and the black one corresponds to the
reconstructed energy.

2.4.5 Neutron multiplicity

CHOOZ required a cut on the neutron multiplicity to eliminate events where it appeared that there were
2 neutron captures following the positron signal. These multiple neutron events are due to muon-induced
spallation neutrons, and will be reduced to a much lower level by the increased overburden available at the
Daya Bay site. For the near site at 500 m baseline, the muon rate relative to the signal rate will be more than
a factor 9 lower than for the CHOOZ site. Therefore, events with multiple neutron signals will be reduced
by this factor relative to CHOOZ, and should present a much smaller problem for the Daya Bay site.

2.4.6 Trigger

The trigger efficiency will be measured using studies with pulsed light sources in the detector. Through
a series of careful measurements we should be able to measure the trigger efficiency of each detector sys-
tem to high precision, 0.01%. (KamLAND has used this method to determine 99.8% absolute trigger effi-
ciency[21].)

2.4.7 Live time

The detector live time can be measured accurately by counting a 100 MHz clock using the detector
electronics, and normalizing to the number of clock ticks in a second (as defined by a GPS receiver signal).
The uncertainty associated with this procedure should be extremely small, and certainly negligible relative
to the other systematic uncertainties. For example, SNO measured the relative live times for their day/night
analysis with a relative fractional uncertainty of 5 × 10−7.

2.5 Cross-calibration and Swapping of Detectors

2.5.1 Detector Swapping

The connection of the two near detector halls and the far hall by horizontal tunnels provides the Daya
Bay experiment with the unique and important option of swapping the detectors between the locations. This
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will enable the further reduction of detector-related systematic uncertainties in the measurement of the ratio
of neutrino fluxes at the near and far locations.

The swapping concept is easy to demonstrate for a simple scenario with a single neutrino source and
only 2 detectors deployed at 2 locations, near and far. The desired measurement is the ratio of event rates
at the near and far locations: N/F . With detector #1 (efficiency ε1) at the near location and detector #2
(efficiency ε2)at the far location we would measure

N1

F2
=
(

ε1
ε2

)
N

F
. (19)

By swapping the two detectors and making another measurement, we can measure

N2

F1
=
(

ε2
ε1

)
N

F
, (20)

where we have assumed that the detector properties (e.g., efficiencies) do not change when the detector is
relocated. We can now combine these two measurements to obtain a value of N/F that is, to first order,
independent of the detector efficiencies:

1
2

(
N1

F2
+

N2

F1

)
=

N

F

(
1 +

δ2

2

)
(21)

where we have defined
δ ≡ ε2

ε1
− 1 . (22)

Note that even if the detector efficiencies are different by as much as 1%, we can determine N/F to a
fractional precision better than 10−4.

The layout of the Daya Bay experiment involves 2 near sites with 2 detectors each, and a far site with
4 detectors. The simplest plan is to designate the eight detectors as 4 pairs: (1,2), (3,4), (5,6), (7,8). Using
4 running periods (designated I, II, III, IV, separated by three detector swapping events) we can arrange
for each detector to be located at the far site half the time and a near site half the time by swapping 2
pairs between running periods, as shown in Table 2.3. Ratios of event rates can be combined in a fashion
analogous to the above discussion to provide cancelation of detector-related systematic uncertainties and
also reactor power systematic uncertainties. Careful calibration of the detectors following each swap will be
necessary to insure that each detector’s performance does not change significantly due to relocation.

Run Period Near(DB) Near(LA) Far

I 1,3 5,7 2,4,6,8
II 2,3 6,7 1,4,5,8
III 2,4 6,8 1,3,5,7
IV 1,4 5,8 2,3,6,7

Table 2.3. Swapping scheme with 4 running periods. The detectors (labelled 1-8) are
deployed at the Near(DB), Near(LA), and Far sites during each period as indicated in
this table.

2.5.2 Detector Cross-calibration

Another important feature of the design of the Daya Bay experiment is the presence of two detector
modules at each near site. During a single running period (I, II, III, or IV) each near detector module
will measure the neutrino rate with 0.23% statistical precision. If the systematic uncertainties are smaller
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than this, the two detectors at the near site should measure the same rate, giving a detector asymmetry
of 0 ± 0.34% (statistical error only). Combining all the detector pairs in all 4 running periods will yield an
asymmetry of 0±0.04% (statistical error only). These asymmetries are an important check that the detector-
related systematic uncertainties are under control. In addition, this analysis can provide information on the
the degree to which the detector-related systematic uncertainties are correlated or uncorrelated so that we
know how to handle them in the full analysis including the far site.

Finally, the near detector data can provide important information on the reactor power measurements.
We will measure the ratio

Rnear =
SDB

SLA
(23)

where SDB (SLA) is the detector signal (normalized to the reactor power) for the Daya Bay (Ling Ao) near
site. If the reactor powers are correct (and the detector systematic uncertainties are under control) then we
expect Rnear = 1.0±0.24%±0.51%, where the first error is statistical (only 1 of the 4 running periods) and
the second error is the detector (baseline) systematic error. Note that these uncertainties are small relative to
the expected 2% uncorrelated reactor power uncertainty, so measurement of Rnear will provide an important
check (and even perhaps additional information) on the reactor powers. Furthermore, studies of the measured
neutrino spectra in the different near detectors during different parts of the reactor fuel cycle can help provide
constraints on the fuel cycle effects on the spectrum.

2.6 Backgrounds

In the Daya Bay experiment, the signal events (inverse beta decay reactions) have a distinct signature
of two time-ordered signals: a prompt positron signal followed by a delayed neutron-capture signal. Back-
grounds can be classified into two categories: correlated and uncorrelated backgrounds. If a background
event is triggered by two signals that come from the same source, such as those induced by the same cosmic
muon, it is a correlated background event. On the other hand, if the two signals come from different sources
but satisfy the trigger requirements by chance, the event is an uncorrelated background.

There are three important sources of backgrounds in the Daya Bay experiment: fast neutrons, 8He/ 9Li,
and natural radioactivity. A fast neutron produced by cosmic muons in the surrounding rock or the detector
can produce a signal mimicking the inverse beta decay reaction in the detector: the recoil proton generates
the prompt signal and the capture of the thermalized neutron provides the delayed signal. The 8He/ 9Li
isotopes produced by cosmic muons have substantial beta-neutron decay branching fractions, 16% for 8He
and 49.5% for 9Li. The beta energy of the beta-neutron cascade overlaps the positron signal of neutrino
events, simulating the prompt signal, and the neutron emission forms the delayed signal. Fast neutrons and
8He/ 9Li isotopes create correlated backgrounds since both the prompt and delayed signals are from the
same single parent muon. Some neutrons produced by cosmic muons are captured in the detector without
proton recoil energy. A single neutron capture signal has some probability to fall accidentally within the
time window of a preceding signal due to natural radioactivity in the detector, producing an accidental
background. In this case, the prompt and delayed signals are from different sources, forming an uncorrelated
background.

All three major backgrounds are related to cosmic muons. Locating the detectors at sites with adequate
overburden is the only way to reduce the muon flux and the associated background to a tolerable level. The
overburden requirements for the near and far sites are quite different because the signal rates differ by more
than a factor of 10. Supplemented with a good muon identifier outside the detector, we can tag the muons
going through or near the detector modules and reject backgrounds efficiently.

In this section, we describe our background studies and our strategies for background management. We
conclude that the background-to-signal ratio will be around 0.5% at the near sites and around 0.2% at the
far site, and that the major sources of background can be quantitatively studied in-situ.

2.6.1 Cosmic muons at underground laboratories

The most effective and reliable approach to minimize the backgrounds in the Daya Bay experiment is to
have sufficient amount of overburden over the detectors. The Daya Bay site is particularly attractive because
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it is located next to a 700-m high mountain. The overburden is a major factor in determining the optimal
detector sites. The location of detector sites has been optimized by using a global χ 2 analysis described in
section 2.7.1.

Detailed simulation of the cosmogenic background requires accurate information of the mountain pro-
file and rock composition. Fig. 2.4 shows the mountain profile converted from a digitized 1:5000 topographic
map. The horizontal tunnel and detector sites are designed to be about 10 m below sea level. Several rock
samples at different locations of the Daya Bay site were analyzed by two independent groups. The mea-
sured rock density ranges from 2.58 to 2.68 g/cm3. We assume an uniform rock density of 2.60 g/cm3 in the
present background simulation.

Fig. 2.4. Three dimensional profile of Pai Ya Mountain generated from a 1:5000 topo-
graphic map of the Daya Bay area.

The standard Gaisser formula is known to poorly describe the muon flux at large zenith angle and at
low energies. This is relevant for the Daya Bay experiment since the overburden at the near sites is only
∼ 100 m. We modified the Gaisser formula[2] to describe the muon flux at the sea level. The comparison
of the modified formula with data is shown in Fig. 2.5, where the calculations with the standard Gaisser
formula are also shown. At muon energies of several tens of GeV, the standard Gaisser formula has large
discrepancies with data while the modified formula agrees with data in the whole energy range.

Using the mountain profile data, the cosmic muons are transported from the atmosphere to the un-
derground detector sites using the MUSIC package[1]. Simulation results are shown in Table 2.4 for the
optimal detector sites. The muon energy spectra at the detector sites are shown in Fig. 2.6. The four curves
from upper to lower corresponds to the Daya Bay near site, the Ling Ao near site, the mid site and the far
site, respectively.

DYB site LA site Mid site Far site

Vertical overburden (m) 98 112 208 355
Muon Flux (Hz/m2) 1.16 0.73 0.17 0.041

Muon Mean Energy (GeV) 55 60 97 138

Table 2.4. Vertical overburden of the detector sites and the corresponding muon flux
and mean energy.
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Fig. 2.5. Comparison of the modified for-
mula (solid lines) with data. Calculations
with the standard Gaisser’s formula are
shown in dashed lines. The data are taken
from Ref.[4,5].
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2.6.2 Simulation of neutron backgrounds

The neutron production rates will depend upon the cosmic muon flux and average energy at the detector.
However, the neutron backgrounds in the detector also depend on the local detector shielding. The neutrino
detectors will be shielded by at least 2 meters of water. The veto water will be used as a Cerenkov detector to
detect muons. Thus neutrons produced by muons in the detector module or the water shield will be identified
by the muon signal in the water veto detector. In addition, neutrons created by muons in the surrounding
rock will be effectively attenuated by the 2 m water shield. Together with another muon tracker outside the
veto water, the combined muon tag efficiency is designed to be 99.5%, with an uncertainty smaller than
0.25%.

With the detailed muon flux and mean energy at each detector site, the neutron yield, energy spectrum,
and angular distribution can be estimated with an empirical formula[6] which has been tested against ex-
perimental data whenever available. A full Monte Carlo simulation has been carried out to propagate the
primary neutrons produced by muons in the surrounding rocks and the water buffer to the detector. The
primary neutrons are associated with their parent muons in the simulation so that we know if they can be
tagged by the veto detector. All neutrons produced in the water buffer will be tagged with an efficiency of
99.5%, since their parent muons must pass through the muon systems. About 30% of the neutrons produced
in the surrounding rocks cannot be tagged. The neutrons produced in the rocks, however, have to survive at
least 2 meters of water. The neutron background after veto rejection is the sum of the untagged events and
0.5% of the tagged events.

Some energetic neutrons will produce tertiary particles, including neutrons. For those events that have
energy deposited in the liquid scintillator, quite a lot of them have a complex time structure due to multiple
neutron scattering and captures. These events are split into sub-events in 50 ns time bins. We are interested
in two kinds of events. The first kind has two sub-events. The first sub-event has deposited energy in the
range of 1 to 8 MeV, followed by a sub-event with deposited energy in the range of 6 to 12 MeV in a
time window of 1 to 200μs. These events, called fast neutron events, can mimic the antineutrino signal as
correlated backgrounds. The energy spectrum of the prompt signal of the fast neutron events, e.g. at the far
site, is shown in Fig. 2.7 up to 50 MeV. The other kind of events has only one sub-event with deposited
energy in range of 6 to 12 MeV. These events, when combined with the natural radioactivity events, can
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provide the delayed signal to form the uncorrelated backgrounds. We call them single neutron events. The
neutron simulation results are listed in Table 2.5.

DYB site LA site far site

fast neutron vetoed 57.8 45.6 3.8
(/day/module) not vetoed 0.83 0.64 0.08

single neutron vetoed 1365 1070 94.7
(/day/module) not vetoed 27.2 21.0 2.1

Table 2.5. Neutron rates in a 20-ton module at the Daya Bay sites. The rows labelled
”vetoed” refer to the case where the parent muon track traversed the veto detectors,
and thus it could be tagged. Rows labelled ”not vetoed” refer to the case where the
muon track did not traverse the veto detectors. (numbers to be updated.)

Fig. 2.7. The prompt energy spectrum of fast neutron backgrounds at the Daya Bay far
detector. The inset is an expanded view of the spectrum from 1 to 10 MeV.

The rate and energy spectrum of the fast neutron backgrounds can be studied with the tagged sample,
which is 200 times larger than the untagged one.

2.6.3 Cosmogenic isotopes

Cosmic muons, even if they are tagged by the muon identifier, can produce radioactive isotopes in
the detector scintillator which decay by emitting both a beta and a neutron (β-neutron emission isotopes).
Some of these so-called cosmogenic radioactive isotopes live long enough such that their decay cannot be
reliably associated with the last vetoed muon. Among them, 8He and 9Li with half-lives of 0.12 s and 0.18 s,
respectively, constitute the most serious correlated background sources. The production cross section of
these two isotopes has been measured with muons at an energy of 190 GeV at CERN[10]. Their combined
cross section is σ(9Li+8 He) = (2.12±0.35)μbarn. Since their lifetimes are so close, it is hard to get their
individual cross sections. About 16% of 8He and 49.5% of 9Li will decay by β-neutron emission. Using the
muon flux and mean energy given in last section at the detector sites and an energy dependence of the cross
section, σtot(Eμ) ∝ Eα

μ , with α = 0.74, the 8He+9Li backgrounds are estimated to be

DYB site LA site Far site
(8He+9Li)/day/module 3.7 2.5 0.26

The KamLAND experiment measures this 9Li/ 8He background very well by fitting the time since last
muon. The muon rate is 0.3 Hz in the active volume of KamLAND detector. The mean time interval of
successive muons is 5 seconds, much longer than the lifetimes of 9Li/ 8He. For the Daya Bay experiment,
the target volume of a 20 ton detector module has a cross section around 10 m 2, thus the muon rate is around
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10 Hz at the near sites, resulting in a mean time interval of successive muons shorter than the lifetimes of
9Li/8He. With a modified fitting algorithm, we find that it is still feasible to measure the isotope background
in-situ.

From the decay time and β-energy spectra fit, the contribution of 8He relative to that of 9Li was deter-
mined by KamLAND to be less than 15% at 90% confidence level[11]. Furthermore, the 8He contribution
can be identified by tagging the double cascade 8He →8Li→8Be. So we assume that all isotope backgrounds
are 9Li. They can be determined with a maximum likelihood fitting even at 10 Hz muon rate, by taking all
contributions from the preceding muons into account. The resolution of the background-to-signal ratio can
be determined to be[12]

σb =
1√
N

·
√

(1 + τRμ)2 − 1 , (24)

where N is the total number of neutrino candidates, τ is the lifetime of 9Li, and Rμ is the muon rate in
the target volume of detector. The resolution is insensitive to the 9Li level since the statistical fluctuation
of neutrino events dominates the uncertainty. The background-to-signal ratio of 9Li background can be
measured to ∼ 0.3% with two 20-ton modules at the near sites of the Daya Bay experiment and ∼ 0.1% at
the far site with four 20-ton modules, with the data sample of three years of running. The fitting uses time
information only. Inclusion of energy and vertex information could further improve the precision.

A Monte Carlo has been carried out to check the fitting algorithm. The background-to-signal ratio is
fixed at 1%. The total number of neutrino candidates is 2.5 × 10 5, corresponding to the far site statistical
error, 0.2%. Fig. 2.8 shows the fitting results as a function of muon rate. The data sample generation and
fitting were performed 400 times for each point to get the fitting precision. In Fig. 2.9 the fitting precision is
compared to the analytic formula Eq. 24 with the same Monte Carlo samples. The Monte Carlo results for
minimizing χ2, the maximum likelihood fit, and the simple analytical estimation are in excellent agreement.
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KamLAND also found that most (perhaps all) 8He/ 9Li background are produced by showering muons[11].
A 2-second veto of the whole detector is applied at KamLAND to reject these backgrounds. Roughly 3%
of cosmic muons shower in the detector. It is not feasible for Daya Bay to apply a 2-second veto since the
dead time of the near detector would be more than 50%. However, if the Daya Bay detector is vetoed for
0.5 s after a showering muon, about 85% isotope backgrounds caused by shower muons can be rejected. Ap-
proximately 30% of the 8He/ 9Li background will remain: ∼ 15% from non-showering muons and ∼ 15%
from showering muons. Although additional uncertainties may be introduced due to the uncertainties in the
relative contributions from showering and non-showering muons and the uncertainties arising from the ad-
ditional cuts (e.g., increased dead time), this rejection method can cross check the fitting method and firmly
determine the background-to-signal ratio to 0.3% at the near sites and to 0.1% at the far site.

2.6.4 Radioactivity

Natural radioactivity and the single neutron events induced by cosmic muons may occur within a given
time window accidentally to form an uncorrelated background. The coincidence rate is given by R γRnτ,
where Rγ is the rate of natural radioactivity events, Rn is the rate of spallation neutron, and τ is the length
of the time window. With the single neutron event rate given in previous section, the radioactivity should be
controlled to 50 Hz to limit the accidental backgrounds < 0.1%. The accidental backgrounds can be well
determined in-situ by measurement of the individual single rates from radioactivity and the single neutrons.
The energy spectrum can be also well determined.

Past experiments suppressed uncorrelated backgrounds with a combination of using carefully selected
construction materials, self-shielding, and using absorbers that have large neutron capture cross section.
However, additional care is necessary to lower the detector energy threshold much below 1 MeV. A higher
threshold will introduce a systematic error in the efficiency of detecting the positron. In the following, the
singles rate is the radioactivity of > 1 MeV visible energy in detector.

Radioactive background can come from a variety of sources:

◦ U/Th/K in the rocks around the detector hall.

◦ U/Th/K in the veto water.

◦ 60Co in the detector vessel and other supporting structures.

◦ U/Th/K in the PMT glass.

◦ U/Th/K in the scintillator.

◦ U/Th/K in materials used in the detector.

◦ Radon in air.

◦ Cosmic rays.

The radioactivity of the rock samples from the Daya Bay site have been measured by several indepen-
dent groups. The concentration is ∼ 10 ppm for 238U, ∼ 30 ppm for 232Th, and ∼ 5 ppm for 40K. The rock
radioactivity has been studied with Monte Carlo. With the shielding of 2-meter veto water and 45 cm oil
buffer, there are 5 Hz, 20 Hz, and 2 Hz singles rate of visible energy greater than 1 MeV at each center
detector module, for U/Th/K respectively. The total rate is ∼ 27 Hz.

The geological environment and rock composition are very similar for Hong Kong and Daya Bay. The
spectrum of the natural radioactivity of the rocks in the Aberdeen Tunnel in Hong Kong is shown in Fig. 2.10.

The veto water will be circulated and purified to achieve enough attenuation length for water Cerenkov
light as well as low radioactivity. KamLAND veto water has 1 ppb 238U, 1 ppb 232Th, and also 1 ppb 40K.
Assuming the same concentration, the veto water will contribute 1.8 Hz, 0.4 Hz, and 6.3 Hz single rates
from U/Th/K, respectively.
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Fig. 2.10. Spectrum of natural radioactivity measured with a Ge crystal in the Hong
Kong Aberdeen Tunnel.

The 60Co in stainless steel varies from batch to batch and should be measured before use as detector
material, such as the outer vessel. Conservatively, assuming 1 pCi/kg 60Co in the outer vessel, the single
rates will be ∼ 6 Hz.

A potential PMT candidate is the Hamamatsu R5912 with low radioactivity glass. The concentrations
of 238U and 232Th are both less than 40 ppb in the glass, and that of 40K is 25 ppb. The Monte Carlo study
shows that the single rate is 2.2 Hz, 1 Hz, 4.5 Hz for U/Th/K, respectively, with 20 cm oil buffer from the
PMT surface to the liquid scintillator. The total rate from the PMT glass is 7.7 Hz.

Following the design experience of Borexino and Chooz, backgrounds from impurities in the detector
materials can be reduced to the required levels. The U/Th/K concentration of 10−12g/g in liquid scintillator
will contribute only 0.8 Hz of background in a 20 ton module.

Radon is one of the radioactive daughters of 238U, which can increase the background rate of the exper-
iment. The Radon concentration in the experimental halls can be kept to an acceptable level by ventilation
with fresh air from outside. Since the neutrino detector modules are immersed in 2-meter thick water buffer,
it is expected that the radon contribution can be safely ignored for the water pool design.

The β decay of long lived radioactive isotopes produced by cosmic muons in the scintillator will con-
tribute a couple of Hz at the near detector, and less than 0.1 Hz at the far detector. The rate of accidental
coincidence induced by muon decay or muon capture is less than the muon rate. So they can be ignored too.

2.6.5 Background subtraction error

There are other sources of backgrounds, such as cosmogenic nuclei, stopped-muon decay, and muon
capture. While they are important for a shallow site, our study shows that they can be safely ignored at Daya
Bay.

Assuming 99.5% muon veto efficiency, the three major backgrounds are summarized below while the
other sources are negligible. In our sensitivity study, the uncertainties were taken to be 100% for the acci-
dental and fast neutron backgrounds. The 8He/ 9Li background can be measured to an uncertainty of 0.3%
and 0.1% at the near and far sites, respectively.

The rates and energy spectra of all three major backgrounds can be measured in-situ. Thus the back-
grounds at the Daya Bay experiment are well controlled. The simulated energy spectra of backgrounds are
shown in Fig. 2.6.5. The background-to-signal ratios are taken at the far site. The oscillation signal is the
difference of the expected neutrino signal without oscillation and the ”observed” signal with oscillation if
sin2 2θ13 = 0.01.
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DYB site LA site far site

Neutrino rate (/day/module) 930 760 90
Natural radiation (Hz) <50 <50 <50

Single neutron (/day/module) 34 26 2.6
Accidental/Signal <0.05% <0.05% <0.05%

Fast neutron/Signal 0.14% 0.1% 0.1%
8He9Li/Signal 0.3% 0.2% 0.2%

Table 2.6. Summary of backgrounds. The neutrino rate and single neutron rates has
been applied an neutron detection efficiency of 78%.
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2.7 Sensitivity

2.7.1 Global χ2 analysis

If θ13 is non-zero, a rate deficit will be present at the far detector due to oscillation. At the same time, the
energy spectra of neutrino events at the near and far detectors will be different because neutrinos of different
energies oscillate at different frequencies. Both rate deficit and spectral distortion of neutrino signal will
be explored in the final analysis to obtain maximum sensitivity. When the neutrino event statistics is low,
say < 400 ton·GW·y, the sensitivity is dominated by the rate deficit. For luminosities higher than 8000
ton·GW·y, the sensitivity is dominated by the spectral distortion[30]. The Daya Bay experiment will have ∼
3000 ton·GW·y exposure in three years, where both rate deficit and shape distortion will be important to the
analysis.

Many systematic uncertainties will contribute to the final sensitivity of the Daya Bay experiment, and
many of the uncertainties are correlated, which must be taken into account. A rigorous analysis of systematic
uncertainties can be done by constructing a χ2 function with pull terms, where the error correlations can be
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introduced naturally[28–31]:

χ2 = min
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where A sums over detectors, i sums over energy bins, and γ denotes the set of minimization parameters,
γ = {αc, αr, βi, εD, εA

d , ηA
f , ηA

n , ηA
s }. The γs are used to introduce different sources of systematic uncer-

tainties. The standard deviations of the corresponding parameters are {σ c, σr, σshp, σD, σd, σ
A
f , σA

n , σA
s }.

For each energy bin, there is a statistical error T A
i and a bin-to-bin systematic error σb2b. For each point in

the oscillation space, the χ2 function has to be minimized with respect to the parameter γ s.
Assuming each error can be approximated by a Gaussian, this form of χ2 can be proven to be strictly

equivalent to the more familiar covariance matrix form χ2 = (M−T )T V −1(M−T ), where V is the covari-
ance matrix of (M − T ) with systematic uncertainties included properly[28]. The systematic uncertainties
are described one by one in the following.

◦ Reactor-related correlated error σc ≈ 2%. This fully correlated error will be cancelled by the near-far
relative measurement and has almost no impact on the sensitivity.

◦ Reactor-related uncorrelated error σr ≈ 2%. After minimization, it contributes∼ 0.1% to the normal-
ization of neutrino rate, as described in sec. 2.1.

◦ Shape error σshp ≈ 2%: Shape error is the uncertainty on neutrino energy spectra calculated from re-
actor information. This error is uncorrelated between different energy bins but correlated between dif-
ferent detectors. Since we have enough statistics at near detector to measure neutrino energy spectrum
to much better than 2%, in addition to this calculation, it has little impact for Daya Bay sensitivity.

◦ Detector-related correlated error σD ≈ 2%. Some detection uncertainties are common to all detectors,
such as H/Gd ratio, H/C ratio, neutron capture time on Gd, and edge effect, assuming we use the same
batch of liquid scintillator and identical detectors. Based on Chooz’s experience, σ D is (1 - 2)%. Like
other fully correlated uncertainties, it has almost no impact on sensitivity.

◦ Detector-related uncorrelated error σd ≈ 0.2%. Detector-related uncorrelated uncertainties include
the mass of active volume, live time, etc., which do not cancel out with near-far measurement. It is
estimated to be 0.36% for a single detector module. However, with detector swapping between the
near and far sites, most will cancel too. Those can not cancel are mainly related with the energy-scale
uncertainties, such as positron and neutron detection efficiency. They are estimated to be ∼ 0.2%.

◦ Background rate error σA
f , σA

n , and σA
s , labelling the rate error of fast neutron, accidental backgrounds,

and isotopes. They are listed in table 2.6.

◦ Bin-to-bin error σb2b: Bin-to-bin error is systematic error that is uncorrelated between energy bins and
uncorrelated between different detector modules. The bin-to-bin uncertainties normally arise from
the different energy scale at different energies and uncertainties of background energy spectra during
background subtraction. Up to now, the only reactor neutrino experiment that performed spectral
analysis with large statistics is Bugey, which has bin-to-bin error of order of 0.5%[25,26]. With better
designed detectors and much less background, we should have much smaller bin-to-bin uncertainties
than Bugey. The bin-to-bin error can be studied by comparing the spectra of two detector modules at
the same site. We will use 0.5% in the sensitivity analysis.
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There are other uncertainties not included in the χ2 function. 1) Due to the energy resolution, the spectra
are distorted. However, the energy bins used for sensitivity analysis (∼ 30 bins) is 2 ∼ 6 times larger than
the energy resolution, and the distortion happens at all detectors in the same way. It has almost no impact on
the final sensitivity. 2) Detector energy scale error has significant impact on detection uncertainties (neutron
efficiency and positron efficiency). It is taken into account in σ d. At the same time, an energy scale error will
shift the whole spectrum, thus directly impacting the analysis, especially on the best fit values. However, this
shift is not a distortion, and cannot mimic oscillation. It has very little impact on sensitivity computations.
3) Current knowledge on θ12 and Δm21 has around 10% uncertainties. Although the net oscillation effect at
Daya Bay baseline is related to θ13 only, the subtraction of θ12 oscillation effects might bring uncertainties.

We have studied the above three sources of uncertainty and found none of them having a significant
impact on the sensitivity of the Daya Bay experiment. For simplicity, they are ignored in our χ 2 analysis of
sensitivity.

2.7.2 θ13 sensitivity

Fig. 2.12 shows the sensitivity contours in the sin 2 2θ13 versus Δm2
31 plane for three years of data,

using the global χ2 analysis. The green area covers the 90% confidence region of Δm2
31 determined by

solar neutrino experiments. Taking a design with four 20-ton modules at the far site and two 20-ton modules
at each near site, the statistical uncertainty is around 0.2%. The sensitivity of the Daya Bay experiment with
this design can achieve the challenging goal of 0.01 with 90% confidence level in almost the whole range of
Δm2

31.
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Fig. 2.13 shows the sensitivity versus time of data taking. After one year of data taking, sin 2 2θ13

sensitivity will reach 0.014 (1.4%) at 90% confidence level.
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The tunnel of the Daya Bay experiment will have a total length around 3 km. The tunnelling will take 1
∼ 2 years. To accelerate the experiment, the first completed experimental hall, the Daya Bay near hall, can
be used for detector commissioning. Furthermore, it is possible to conduct a fast experiment with only two
detector sites, the Daya Bay near site and the mid site. For this fast experiment, the ”far detector”, which is
located at the mid hall, is not at the optimal baseline. At the same time, the reactor-related uncertainty would
be 0.7%, very large compared with that of the full experiment. However, the sensitivity is still much better
than the current best limit of sin2 2θ13. It is noteworthy that the improvement comes from better background
shielding and improved experiment design. The sensitivity of the fast experiment for one year data taking is
shown in Fig. 2.12 in dashed line. With one year’s data, the sensitivity is around 0.03 for Δm 2 = 2.5×10−3

eV2, compared with the current best limit of 0.17 from the Chooz experiment.

2.7.3 Direct measurement of Δm2
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