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Abstract： 18 

The commissioning of the three Resistive Plate Chamber (RPC) muon detector systems of the 19 

Daya Bay Neutrino Reactor Experiment began in April, October and November, 2011, in 20 

Experimental Hall 1, 2 and 3 (EH1, EH2 and EH3), respectively. During commissioning, all 21 

sub-systems, including RPC modules, electronics, High Voltage (HV), gas, online Data 22 

Acquisition (DAQ) and offline software, were tested and tuned. Optimal operational conditions 23 

were determined and finally, all three RPC systems began taking combined data with all other 24 

sub-detectors at the three experimental sites on December 24, 2011. RPC performance, such as 25 

efficiency and noise rate, determined from the earliest combined data runs is reported here. 26 

PACS: 29.40.-n; 29.40.Cs 27 

 29 

1. Introduction 30 

The Daya Bay Reactor Neutrino Experiment [1] aims at the precise measurement of the neutrino 31 

mixing angle θ13 by comparing observed Inverse Beta Decay (IBD) event rates at various baselines 32 

from six nuclear reactors. At Daya Bay, there are three Experiment Halls (EHs): two near halls 33 

(EH1 and EH2) and one far hall (EH3).The most recent result from the Daya Bay Experiment is 34 

sin22θ13 = 0.089 ± 0.010(stat.) ± 0.005(syst.) [2

                                                        
1Corresponding Author, zhangqingmin@mail.xjtu.edu.cn 

]. The majority of the uncertainty in θ13 is due to 35 
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backgrounds induced by cosmic-ray muons. To minimize these uncertainties, the Antineutrino 36 

Detectors (ADs) are deployed underground with redundant muon veto systems. A muon veto 37 

system consists of a water Cherenkov pool and an RPC detector array. As shown in Fig. 1, the 38 

ADs [3] are immersed in the water pool, which identifies muons and shields from ambient 39 

radioactivity. The RPCs are located above the water pool and independently detect muons. 40 

 41 

Fig. 1 Layout of sub-detectors at one site 42 

The RPC has been applied widely in high energy physics experiments such as BaBar [4], Belle [5], 43 

ALICE [6], ATLAS [7], CMS [8] since its invention in 1980s [9]. Bakelite RPCs, developed by 44 

Institute of High Energy Physics, Chinese Academy of Sciences (IHEP), have been successfully 45 

applied in BESIII as a muon identifier [10, 11, 12]. Based on experience from BESIII and 46 

pre-studies implemented to meet the specific requirements of Daya Bay Reactor Neutrino 47 

Experiment, RPC technology was adopted to construct an underground cosmic-ray detector made 48 

of RPCs [13

2. Components of the RPC detector system 50 

].  49 

An RPC detector system is composed of RPC modules, a gas system, a HV system and an 51 

electronic readout system. In addition, a Detector Control System (DCS) is used to monitor and 52 

control the gas and HV systems as well as monitor environmental temperature, pressure and 53 

humidity. 54 

2.1  The RPC modules 55 
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The RPC arrays in both EH1 and EH2 consist of 6 × 9 modules (9 × 9 modules in EH3). The RPC 56 

modules are deployed on a movable support structure as can be seen in Fig. 2. During 57 

commissioning, the RPC array stayed in an ‘RPC hall’ to the side of the pool, while it was moved 58 

to the designed position along the RPC support railway during normal data-taking. At each site, 59 

two telescope RPC modules are installed at two opposing banks of the water pool, approximately 60 

2.0 m above the top of the RPC array (see Fig. 2).  61 

 62 

Fig. 2 EH3: RPC array in the RPC hall. It moves to/away from the top of the water pool by motor and railway. 63 

Fig. 3 shows the relative position of adjacent RPC modules. The 10 cm overlap on all sides among 64 

adjacent modules aims to minimize dead regions. Module dimensions are 2.17 × 2.20 × 0.08 m3. 65 

The inner structure of modules is shown in Fig. 4. Each module consists of 4 layers and each layer 66 

contains one ‘small’ bare RPC (1.00 × 2.10 m2) and one ‘big’ bare RPC (1.10 × 2.10 m2), as 67 

shown in the top right of Fig. 4. Furthermore, the placement of the two chambers varies among 68 

layers to reduce overlapping dead regions (0.024 × 2.10 m2). 69 
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 70 

Fig. 3 Layout of RPC modules 71 

RPC signals are readout from copper-clad sheets of FR-4. Each sheet is cut into four readout strips, 72 

each 2.1 m × 0.26 m, with a zigzag design as shown in the bottom right of Fig. 4. The performance 73 

of this type of readout strip is equivalent to one with dimensions 8.4 m × 6.25 cm. This zigzag 74 

design changes the impedance to give a taller and narrower pulse, which would otherwise require 75 

more readout channels [14

Fig. 4

]. One end of each strip is connected to the input of a Front-End Circuit 76 

(FEC) while both ends are connected to a clean ground through a 27 Ω resistor. Two sheets of 77 

readout strips cover each layer of RPCs, giving each module a total of 32 readout strips (4 78 

strips/sheet × 2 sheets/layer × 4 layers). As illustrated in , strips on the 1st and 4th layers 79 

(counting from the bottom) are in the ‘X’ direction, and the strips on the 2nd and 3rd layers are in 80 

the ‘Y’ direction, which is parallel to the RPC support railway. 81 

 82 

Fig. 4 The inner structure of an RPC module 83 

2.2  Gas system 84 

As shown in Fig. 5, the gas system consists of gas cylinders, a gas mixing and fire/detector safety 85 
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monitoring system, a gas distribution system and a gas chromatograph at each site. Daya Bay 86 

RPCs operate in streamer mode with the gas mixture argon argon: R134a: iso-butane: SF6 = 65.5: 87 

30: 4: 0.5 [15

gas

] and is controlled by an MKS 247D system. The flow rate at each site is about one 88 

volume per day per four RPCs, corresponding to total system flow rates of 1622, 1716 and 2172 89 

sccm in EH1, EH2 and EH3, respectively. The status of the gas system is monitored remotely 90 

using the DCS. If any gas flow rate is not within the expected range, the gas system will shut 91 

down automatically and send an alarm signal to the DCS. The gas mixture is analyzed every two 92 

hours by a local  chromatograph (Varian GC430) at each site, ensuring the correct gas mixture.  93 

 94 

Fig. 5 The architecture of RPC gas system 95 

2.3  High Voltage system 96 

Each High Voltage (HV) system uses four CAEN [16

Moreover

] HV cards (two ﹣4kV A1733N and two 97 

﹢6kV A1732P), each with twelve channels, in EH1 and EH2 (there are six cards in EH3). Each 98 

HV channel is divided into 9 channels by a fan-out box and then distributed to RPCs through an 99 

HV interface box attached to the outside of each RPC module. Accordingly, each HV main frame 100 

channel supplies power to a total of 18 RPCs of the same layer in 9 consecutive RPC modules 101 

(there are two RPCs per layer). The entire HV system is also monitored and controlled remotely 102 

by DCS. , the two DCS controls of the HV and Gas systems are interlocked for the 103 

safety of the RPCs. In the case of an alarm signal from the gas system, DCS will warn control 104 

room personnel and allow them 30 minutes to address the alarm before automatically turning off 105 

the RPC HV. 106 

http://dict.cn/gas�
http://dict.cn/chromatograph�
http://dict.cn/gas�
http://dict.cn/chromatograph�
http://dict.cn/moreover�


 6 

2.4  Readout Electronics system 107 

In each hall, the electronics system consists of FECs, ReadOut Transceivers (ROTs), a VME crate 108 

and two VME modules, including an RPC Trigger Module (RTM) and a ReadOut Module (ROM) 109 

[17 Fig. 6]. A detailed diagram is shown in . The 32 signal strips in each RPC module are read out 110 

by a single FEC. The hit information (1 or 0) for every channel is obtained by discriminating the 111 

signal with the internal discriminators of the FECs. If three or all four layers within one RPC 112 

module have hits simultaneously, a local trigger will be generated by the FEC (a ‘3/4’ trigger), and 113 

then sent to the RTM through an ROT, which transmits the FEC data to the ROM or the RTM. At 114 

the same time the FEC data is temporarily stored in a shift register. Upon the arrival of the readout 115 

trigger from the RTM, the FEC data is transferred to an event buffer. In order to match the RTM 116 

readout trigger (25 ns/clock cycle × 16 clock cycles) with its corresponding FEC data, an 117 

adjustable latency time is introduced. A proper latency setting has been determined onsite through 118 

testing (see Section 4.2) and is configurable through the DAQ system. The resulting data are 119 

buffered in the ROM before being transmitted to the DAQ system by VME bus. In addition to 120 

locally generated 3/4 triggers, which only read out a single RPC module, a periodic forced trigger 121 

reads out all hit information from all FECs at 10 Hz during normal data taking in order to measure 122 

RPC noise rate. The DAQ system reads out the data packages by the means of polling and sorts 123 

them online according to time stamps [18]. 124 

 125 

Fig. 6 The architecture of RPC electronics system 126 
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3. Software of the RPC system 127 

RPC software includes online and offline software. The former is used to monitor performance 128 

during data-taking, and the latter is used for detector calibration and physics analysis.  129 

3.1  Software introduction 130 

FEC data is acquired and sorted by the online DAQ system, and then analyzed by the offline 131 

software. The trigger rates in EH1, EH2, and EH3 are respectively ~ 210Hz, ~140Hz, and ~50Hz 132 

with a 10Hz forced trigger included. By checking the online hit map in the DAQ system, dead or 133 

hot channels could be found in real time. More detailed information, including efficiency and 134 

noise rate, is provided by performance quality monitoring software that runs while data is being 135 

taken. 136 

RPC offline software [19] includes simulation [20], detector calibration and event reconstruction, 137 

and runs in the Daya Bay NuWa framework, which was developed based on Gaudi [21]. Muon 138 

simulation data is generated using Geant4 and surveyed mountain geometry. Experimental data are 139 

converted to physics events, which include event time, trigger type (3/4 or 2/4 trigger type, the 140 

latter being from the original design and unused) and a list of hits with coordinates. Physics events 141 

are analyzed based on the Lightweight Analysis Framework [22

3.2 Detector calibration 146 

] offline software framework and 142 

used to calibrate detector performance and reconstruct muon information (incident positions 143 

or/and tracks). Simulation results and analytical methods are validated and tuned by comparison 144 

with experimental data. 145 

The offline calibration of RPC performance includes determination of the efficiency and noise rate 147 

of each layer in an RPC module. The calibration algorithms have been developed to account for 148 

the structure of an RPC module, layout of RPC modules, readout mechanism and the anchoring 149 

position of an RPC array, and will be described in the following sections.  150 

3.2.1 Efficiency 151 

Since the RPC detector is used as a muon veto detector in the Daya Bay Experiment, precise 152 

determination of muon efficiency is the key. The RPC layer efficiency is calculated as follows: 153 
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where iε  is the efficiency of layer i in a given module, 4 , ,fold ijkl WPN −  is the number of 4-layer 155 

coincidences and 3 , ,fold jkl WPN −  is the number of 3-layer coincidences involving layers j, k and l. 156 

The meaning of WP is explained below.  157 

Given that a trigger must have three or more layers with hits, RPC module efficiency is calculated 158 

as follows: 159 
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where 3/4ε  is the module efficiency in 3/4 trigger mode.  161 

In order to cleanly select muons, two requirements are introduced. The first requirement (R1) is 162 

that no more than two strips (the two strips should be adjacent if two strips are fired in the same 163 

event) are fired in each layer of the triggered modules for every event. The second requirement 164 

(R2) is that muon events be tagged by the Water Cherenkov Pools if applicable. R2 reduces the 165 

effect of underestimating the efficiency due to accidentals and other backgrounds, which are larger 166 

relative to the muon flux underground (0.90±0.06, 0.69±0.08 and 0.046±0.004 Hz/m2 in EH1, 167 

EH2 and EH3, respectively) [19] than to the flux at sea level. During commissioning, the RPC 168 

arrays stayed in the RPC halls, not above the water pools, so R2 could not be applied. After 169 

commissioning, the RPC arrays were moved over the tops of the water pools. As shown in Fig. 7, 170 

when R2 is applied, the calculated efficiency is higher and is consistent with the test results at sea 171 

level in IHEP, Beijing [23]. The difference in EH3 is especially obvious due to the lower muon 172 

flux. The muon flux is at the same level as the background (0.055, 0.034 and 0.048 Hz/m2 in EH1, 173 

EH2 and EH3, respectively), which includes 3-layers accidentals (from estimates using measured 174 

singles rates: 0.0043, 0.0059 and 0.0071 Hz/m2 in EH1, EH2 and EH3, respectively). According to 175 

Monte Carlo simulation, the efficiency bias due to R2, which introduces a muon angle selection 176 

bias, is 0.05% (0.07% for EH3). 177 
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 178 

Fig. 7 The effect with water pool muon cut 179 

3.2.2 Noise rate 180 

The RPC noise level is indicated by the noise rate and dark current. The layer noise rate, which 181 

can be used for detector monitoring and the estimation of accidentals and purity (the ratio of true 182 

muon events in RPC triggers), is defined as below: 183 

                             i
i

HitN
S n T

=
× ×

,                         (3) 184 

where Ni is the noise rate of Layer i in one module, Hiti is the number of noise hits in the 185 

investigated layer (during forced triggers), S is the effective area of a layer (2.08 × 2.06 = 4.28 m2), 186 

n is the number of forced triggers, and T is the sampling time of each forced trigger (= width of 187 

readout trigger + typical width of signal = 25ns/clock × 16clocks + 150ns = 550ns). 188 

4. RPC Commissioning 189 

During commissioning problems were solved, operational conditions were tuned and analysis 190 

software was prepared, so that the RPC systems could meet the design goals. The special 191 

techniques used in the Daya Bay experiment are described in the following sections.  192 

4.1  Solutions for a severe operational environment 193 

The Daya Bay Reactor Neutrino Experiment is located in the south of China, 55 km northeast of 194 

Hong Kong and 45 km east of Shen Zhen city. The local relative humidity is high throughout the 195 

year, especially during summer, when it often surpasses 90%. Since each experimental hall is large, 196 

it is difficult to achieve a humidity of 60% or lower. In such conditions, the current of the RPCs is 197 

higher than in the tests in Beijing. The solution implemented to address this issue is the flow of 198 

dry air directly into each RPC module (surrounding the RPC chambers), controlling the internal 199 

http://www.nciku.cn/search/en/detail/effective/1704166�
http://www.nciku.cn/search/en/area�
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operational environment instead of the entire hall. This solution has been very effective at 200 

reducing the current and minimizing related HV channel tripping. 201 

As shown in Fig. 8 (a), the dry air system consists of a dry air supplier (compressor) and 202 

distributor. Before distribution, the dry air has a relative humidity of 10% and temperature of 203 

about 21℃. Fig. 8 (b) shows the current of EH1 RPCs before and after flowing dry air into the 204 

RPC modules for 10 days continually. The current was reduced by about 50%. 205 

In addtion, during commissioning, water dropped from the ceilings of the experimental halls and 206 

entered some RPC modules, causing their HV channels to trips. Accordingly, every module has 207 

been covered with a waterproof and fire-reluntanct cover. 208 

 209 

Fig. 8 Dry air setup a) and its effect on RPC current b) 210 

4.2  Latency scan 211 

As described in Section 2.4, a proper latency setting ensures the time matching of the readout 212 

trigger and its corresponding FEC data, thus avoiding data loss. This setting can be determined 213 

simply by looking at the trigger rate as a function of latency setting (tested under a signal window 214 

= 16 clcok cycles). In Fig. 9 it is clearly seen that data loss occurs when the latency is out of the 215 

range (45, 60) clock cycles. Accordingly, a latency value of 54 clock cycles was chosen, which is 216 

almost in the middle of the usable range. 217 
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 218 

Fig. 9 The trigger rate versus trigger-readout time latency 219 

4.3  Threshold scan 220 

The choice of signal threshold is the result of a balance between maximizing efficiency and 221 

maximizing purity (rejecting noise). Using threshold scan data from all three halls (see Fig. 10), 222 

we have chosen an optimal threshold of -35 mV. It is seen in Fig. 10 that the efficiency decreases 223 

quickly above a threshold of |-40| mV. The slight non-monotonic behavior at around -80 to -100 224 

mV is attributed to environmental fluctuations, to which efficiency is more sensitive at efficiencies 225 

closer to 50%. The similar behavior between -20 and -30 mV is simply due to the influence of 226 

noise in the determination of efficiency. Thus, for maximal efficiency with minimal noise, the 227 

threshold is set at -35 mV in all three halls. Threshold scans done during module testing in Beijing 228 

gave -30 mV; however, as described in Section 4.1, the operational environment of Daya Bay is 229 

different from that of Beijing. 230 

 231 

Fig. 10 The average efficiency of all layers of RPCs in all three halls versus threshold 232 

4.4  HV scan 233 

In addition to threshold, efficiency also depends on operating HV as well as noise rate, which in 234 
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turn depends on environment. All RPC modules were tested at 7.6 kV with a threshold of -30 mV 235 

for quality assurance before transportation from Beijing to Shenzhen [21]. At Daya Bay, the 236 

optimal operating voltage was determined by performing HV scans with a -35mV threshold. 237 

During HV scans, the temperature in the experimental halls was controlled to 21.8±1.0 ℃ while 238 

the relative humidity of the hall was more than 60%. Of course, the internal humidity of the RPC 239 

modules was well below 60% due to the flowing of dry air.  240 

To achieve maximal efficiency for a bare RPC, the operating HV should be at least a few hundred 241 

Volts above the knee of the efficiency curve [14]. In contrast, to achieve minimal noise rate and 242 

dark current, an operating HV should be as low as possible. Fig. 11 shows the layer efficiency and 243 

noise rate curves in each hall. It is seen that the efficiency plateau starts from around 7500 V for 244 

EH1 RPCs. By choosing an operating HV of 7600 V, which is several hundred Volts above the 245 

knee voltage, we expect that each RPC can reach its optimal efficiency and still allow for 246 

fluctuation due to any environmental changes, such as ambient pressure.  247 

The results for EH3 RPCs, shown in the right of Fig. 11, are similar to those for EH1. The 248 

decrease in plateau efficiency at higher voltages is an underestimation due to exceedingly higher 249 

accidental rates. This feature is not apparent in the two near halls due to their larger signal to 250 

background ratios. The lower overall plateau efficiency of EH3 appears in Fig. 11 because the 251 

RPC arrays were parked in the RPC halls during commissioning, which prohibits the use of R2 252 

(coincidence with Water Pool) in the efficiency analysis, as discussed in Section 3.2.1. 253 

From the middle of Fig. 11, it is seen that the plateau of EH2 RPCs starts from around 8000V. 254 

Comparing with the HV plateau curves of EH1 and EH3, EH2 HV plateau curve moves right. The 255 

exact reason will be introduced in Section 4.5. In order to ensure long term stability, EH2 256 

operating HV was also set at 7.6kV. 257 

 258 

Fig. 11 The average efficiency and noise rate of all layers of RPCs in all three halls versus HV. 259 
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4.5  Combined data-taking 260 

Upon completion of all other detectors’ commissioning, the RPC arrays were moved over the tops 261 

of the water pools, into the designed working position for combined data-taking. In this position, 262 

the standard calibration algorithm (including R2) is applied. Fig. 12 a) shows the layer efficiencies 263 

of all the layers in each hall, while Fig. 12 b) shows the module efficiencies of all the modules in 264 

each hall. Fig. 13 shows the distributions of layer efficiency and module efficiency in each hall. 265 

The average layer efficiencies in both EH1 and EH3 are greater than 90%, but the average layer 266 

efficiency in EH2 is lower than 90%, which may be caused by an extended period of storage in the 267 

highly humid tunnel before installation. The same reason also causes the EH2 HV plateau curve 268 

moves right. The mechanism is under investigation. Fig. 14 a) shows the noise rates of all the 269 

layers in all three halls, while Fig. 14 b) shows the distributions of layer noise rate in all three halls. 270 

The average layer noise rates are 859.6, 954.6 and 727.7 Hz/m2 in EH1, EH2 and EH3, 271 

respectively. In conjunction with the lower efficiency, the higher noise rate (and current) of EH2 272 

RPCs indicate a worse overall performance. 273 

The overall RPC performance in all three halls is summarized in Table 1. 274 

 275 

Fig. 12 RPC efficiency versus RPC ID at layer a) and module b) level 276 
 277 
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 278 

Fig. 13 RPC efficiency distributions at layer a) and module b) level 279 

 280 

Fig. 14 RPC noise rate: a) Noise rate versus layer ID; b) Noise rate distribution at layer level 281 

Table 1 The RPC average performance in all three halls 282 

Site Layer Efficiency Module Efficiency Noise Rate(Hz/m2) Dark Current(μA/ m2) 

EH1 90.78% 95.33% 859.6 4.2 
 

EH2 87.08% 91.18% 954.6 7.6 
 

EH3 92.99% 96.90% 727.7 6.6 
     5. Summary  283 

Water dropping, high humidity and sparking problems, and so on, were solved to achieve a stable 284 

performance for the RPC detectors; especially, the flowing of dry air into RPC modules and the 285 

covering of RPC modules, which both ensure long term stability in a severe environment. The 286 

specially developed data analysis software provided quick and accurate diagnosis of system 287 

performance during commissioning. From HV, threshold and latency scans, operational settings 288 

have been optimized. Accordingly, Daya Bay RPC detectors run at 7.6 kV in HV with a signal 289 

threshold of -35 mV, a trigger-readout latency of 54 clock cycles and an operating gas flow rate of 290 

about 1.0 volumes/day. Combined physics data-taking at all three sites began on December 24, 291 
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2011. 292 
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